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Preface

The United Nations Environment Programme (UNEP) took the initiative for the
development of this“Handbook on Methods for Climate Change Impact Assessment
and Adaptation Strategies’ as part of UNEP's participation in the development of
guidelines and handbooks for Climate Change Country Studies. The project is also part
of the World Climate Impact Assessment and Response Strategies Programme
(WCIRP) and as such contributes to the International Climate Agenda

Climate Change Country Studies can be divided into four related activities:.
1. Greenhouse Gas Emission Inventories;

2. Mitigation Studies (Greenhouse Gas Emission Reduction Studies);

3. Impact Assessment and Adaptation Studies; and

4. Nationa Communications.

Guiddines for national Greenhouse Gas Emission Inventories have been developed by
IPCC/OECD/IEA with assistance from UNEP/GEF. These Guidelines have been
adopted by the first Conference of Parties (CoP) to the United Nations Framework
Convention on Climate Change (UNFCCC).

Guiddines for Mitigation Studies are being developed by UNEP Collaborating Centre
on Energy and Environment, Risg, Denmark, in co-operation with several developing

countries and countries with economiesin transition in a series of UNEP/GEF funded
country studies.

Guiddines for National Communications have been devel oped by the UNFCCC.

It is emphasised that in no way should the development of this Handbook on Methods
for Climate Change Impact Assessment and Adaptation Strategies suggest that adapta-
tion to climate change is considered to be of greater importance than mitigation. Only
mitigation can prevent climate change and its consegquences. However, since we are
already committed to some climate change and since it is unlikely that the reduction of
greenhouse gas emissions will be sufficient to prevent climate change, it is better to be
prepared than to leave it for future generations to live with.

The project for development of this version of the handbook was funded, through
UNEP, by the Governments of Denmark and The Netherlands. The project was co-
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ordinated by the Institute for Environmental Studies, Vrije Universiteit, Amsterdam. All
communications between the editors and the lead authors were carried out by the
convening editor lan Burton, who took also the lead in the generic chapters introduction
and getting started written by the editors.

The last version of this handbook (version 1.3; October 1996) was used by severa
country study teams in developing countries conducting impact and adaptation
assessments. The handbook was tested specifically by the country study teams of
Antigua and Bardua, Cameroon, Estonia and Pakistan in the UNEP/GEF project
“Country Case Studies on Climate Change Impacts and Adaptations Assessments’.
Their comments, recommendations, and suggestions for improvement have been
incorporated in this version. Apart from this, internationally recognised experts (see
acknowledgements) reviewed, on request of the editors, the sectoral chapters. These
reviews were compiled by the convening editor and sent to the lead authors for
consideration. The editors are convinced that the above input, together with a new
organisation, especially in the generic issue chapters, has improved this version of the
handbook substantially.

This Handbook on Climate Change Impact Assessment and Adaptation Strategiesis
made available by UNEP to the Parties to the UNFCCC.

Although significant effort has been put into making this handbook more useful and
better applicable for devel oping countries and countries with economiesin transition
than the last version, it is likely that it can be improved further. The country study
teams (and other readers) that will use this handbook are therefore encouraged to
comment candidly on the format and content and if possible give recommendations for
improvement. The users and reader s of this handbook are invited to send their
commentsto either Jan F. Feenstra at the I nstitute for Environmental Studies,
Amsterdam, or Alex Alusa at UNEP Headquarters, Nairobi.

Jan F. Feenstra Alex Alusa

Ingtitute for Environmental Studies (IVM) UNEP Headquarters

Vrije Universiteit Atmosphere Unit

De Boeldaan 1115 P.O. Box 30552

1081 HV Amsterdam Nairobi

The Netherlands Kenya

Tel. +31-20-444 9550 Tel. +254-2-623 4551

Fax +31-20-444 9553 Fax +254-2-623 410

E-mail: Jan.Feenstra@ivm.vu.nl E-mail: Alex.Alusas@UNEP.Org
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The uses of this handbook

In many countries, governments are seeking advice from awide range of disciplines on
the potential impacts of climate change on the environment and their society and
economy. This handbook is designed to help those conducting research supporting such
advice. Underlying the research are two fundamental questions. “What does climate
change mean to us?’ and “What might be done about it?" This handbook is designed to
provide newcomersto the field of climate impact and adaptation assessment with a
guide to available research methods, particularly for answering the first question. The
handbook will also serve as aready reference for many others currently engaged in
impacts and adaptation research.

The situations in which climate impact assessment are required can be quite varied. A
common situation is that studies are needed at the national or country level, anong
others asinputs for the National Communications as required by the United Nations
Framework Convention on Climate Change (UNFCCC). So-called “ Country Studies”

1 Atmospheric Environment Science, Environment Canada, Downsview, Ontario, Canada.

2 Institute for Environmental Studies, Vrije Universiteit, Amsterdam, The Netherlands.

3 Stratus Consulting Inc., Boulder CO, USA.
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have been supported through the UN Environment Programme, the governments of the
Netherlands, the United States, and others. Typically in these studies some key sectors
of the economy are selected for special attention. In other instances specifically
vulnerable regions are selected for study. Impact studies are not necessarily con-fined
within the boundaries of one country. International river basins have been the subject of
climate impact studies and so have ecological regions such as deserts, grassands,
mountains, and small islands.

This handbook is essentially as an introduction to a wide range of methods that can be
used to design assessment studies of climate change impacts and related adaptation
strategies. It does not serve as a “ stand-alone’, step-by-step, or “how to do it” docu-
ment. It is not prescriptive nor does it describe only a single method by sector. The
intent of providing an overview of methods is to give readers enough information to
select the method most appropriate to their situation. However, not enough information
is given to apply a method. To carry out an impact assessment, reference must be made
to more detailed literature, software and data may need to be obtained from el sewhere,
and in many instances individual or small group training and consultation sessions will
be required.

The designs are likely in most cases to include detailed workplans that specify methods
to be used; the time, financial resources, and skills that will be allocated and brought to
bear; and the related operationa and logistic support. To develop research designs and
workplans the users need to understand enough about the methods to make reasoned
choices appropriate to their circumstances, including the target audience or clients. This
clearly requires an appreciation of the various methods, including the amount of detail,
the accuracy, and the reliability of their output. An important consideration is the
assumptions that it is necessary to make in order to carry out any particular impact
study. Users also need to be able to judge the requirements that must be met in order to
make effective use of the methods.

What is climate change impact assessment?

Climate change impact assessment refers to research and investigations designed to find
out what effect future changes in climate could have on human activities and the natural
world. Climate change impact assessment is also frequently coupled with the
identification and assessment of possible adaptive responses to a changing climate. To
the extent that adaptation can reduce impacts, the assessment of adaptation measuresis
part of impact studies. Thus impacts may be described as “gross’ or unmodified
impacts, and as “net” impacts after adaptation has been taken into account. Climate
change impact studies are necessarily conjectural. That is to say, impacts cannot usu-
aly be experimentally confirmed or verified. Clearly it is not possible to conduct a
controlled experiment by changing the globa atmaosphere to test the effects of changes
on human and natural systems.
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In the absence of controlled experiments, other ways have to be devel oped to try to find
out what the impacts of climate change may be. There are five approaches which have
been applied as investigative techniques to try to cast more light on the potentia
impacts of future climate change:

1. Paaeological, archaeological, or historical studies of how climate changes and
climate variations in the past have affected human and/or natural systems.

2. Studies of short term climatic events which are analogous to the kind of events that
may be expected to occur with human induced climate change, such a droughts, and
floods. This approach (the use of climate anal ogies) has been developed into a
forma method called “forecasting by analogy”.

3. Studies of the impact of present day climate and climate variability.

4. The creation of modds, often quantitative of the relationship between climatic
variables and selected impacts sectors to try to answer the “what if” kinds of
guestion.

5. Expert judgement, which refersto a variety of methods whereby especialy well
informed and experienced specialists are brought together to devel op a consensus
view.

Models are the method used most frequently in impacts assessments, and it is to the
description and evaluation of such models that this handbook is primarily devoted.
Inevitably these studies are predicated upon a number of assumptions many of which
are themselves likely to be proved wrong with the passage of time . Forecasting, or
telling the future, by whatever method used, is notoriously unreliable. The first three
approaches listed (historical climate impacts, analogue impacts, and contemporary
climate impacts) are therefore important as inputs to the assumptions made in models,
and serve as the best ‘reality check” available. The fundamental problem that all of
these methods face is that all approaches are based on observations and experience with
climate change and climate variability. Climate change may introduce new conditions
that have not been seen and that are not understood. While the results of these
assessments may be the best information we have on potential impacts of climate
change, they should not be interpreted as reliable forecasts of the future.

Why do we need climate impact assessments?

Over the past three decades, since 1970 or even earlier, the scientific evidence for
human induced climate change has become steadily stronger. By 1995 the international
scientific community of atmospheric and related scientists, organised in the
Intergovernmental Panel on Climate Change (IPCC), was able to conclude in a cauti-
ously worded statement that “the balance of evidence suggests that there is a discernible
human influence on the climate”’ (IPCC, 1996). With al the appropriate qualifiers and
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scientific caveats, this means that human induced climate change has been detected.
Climate change is a present reality.

This leads to two further questions:

1. How important or serious are the impacts of human induced climate change likely
to be?

2. What can and should be done to prevent and modify these impacts, and when and
how should it be done?

The answer to the second question has been construed in the UNFCCC asfalling into
two main dimensions, mitigation (or sometimes limitation) and adaptation. Methods for
the study of greenhouse gas emissions and their mitigation have been fully described
elsewhere. This handbook focuses upon the second category of response, adaptation.

Information about climate impacts is needed both to help decide upon both the urgency
and the desirability of mitigative and adaptive measures, actions, and policies, and their
appropriate combinations. Since climate change is a global problem, decisions with
respect to both mitigation and adaptation involve actions or choices at al levels of
decision-making, from the most local and community level (including families and
individuals) to the broadest international levels, involving all national governments and
many transnational bodies as well. The intended target audience or client for impact
studies therefore is also very wide ranging, and this will affect the design if the study in
many ways.

The guidance literature

There are three important references in the guidance literature that research teams may
wish to consult at the design stage of a study. The antecedents of the present volume
were designed for different purposes but the authors of this handbook have, where
appropriate, drawn on this earlier work.

Thefirgt in time was the SCOPE report (Kates et al., 1985) This edited volume of
papers describes climate impacts in a number of sectors and is especially strong in its
consideration of socio-economic impacts and responses. The second is the IPCC
Technical Guidelines for Assessing Climate Change Impact and Adaptations (Carter et
al., 1994).This document lays out a general approach to impacts and adaptation
assessment, and in particular proposed seven steps that can be followed in a study
design. These are also described in Parry and Carter (1998).

The third is the guidebook prepared for the US Country Studies Program, which fol-
lows the IPCC approach and presents a detailed, step-by-step guide to a few model-
based methods per sector for country-level assessments (Benioff et al., 1996). To
strengthen comparability of studies, alimited set of modelsis presented (usually one per
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sector). By comparison this handbook is designed to address a wider range of needs,
and is addressed to awider range of potential users.

Handbook organisation

Clearly impact and adaptation studies can be designed for such a variety of circum-
stances, addressed to such avariety of clients, and focused on anything from a very
specific impact on one small part of the socio-economic or natural system to a broad,
multi-sectoral, integrated study at a national or regional level, that it is practically
impossible to specify a design that can serve all purposes. This handbook is organised
in two parts: Part | treats generic and cross-cutting issues, and Part 11 presents methods
for studying impact and adaptation in the selected sectors of water, coastal resources,
agriculture, rangelands, health, energy, forests, biodiversity, and fisheries.

Part | includes a“getting started” chapter, which deals with issues, methods, and
consideration common to all impact and adaptation studies. The next two chapters
discuss how to design and where to obtain scenarios. Chapter 2 treats scenarios of
climate change, and Chapter 3 treats scenarios of the socio-economic context in which
climate change impacts and adaptation may occur. Chapter 4 describes the need for
integration across sector studies and interaction with stakeholders, and suggests ways of
establishing such integration and interaction. Chapter 5 treat adaptation to climate
change, the sort of options that exist and how to evaluate them.

In order to maintain some comparability among the chaptersin Part |1, dealing with
methods in specific sectors, the authors were asked to follow a common format insofar
as their subject matter permits. Therefore each of the chapters begins with a brief
introduction that defines and describes the scope of the problem. The likely or known
climate change impacts in the sectors are briefly described. Against this background an
array of the various methods is presented. The purpose of this presentation of a selected
number of methods isto illustrate the range of different levels of complexity in the
methods. Some of the less demanding methods, in terms of data, modelling
requirements, and the like, are presented alongside the more complex and demanding
methods. The aim is always to be user friendly, and to provide enough information to
permit users to make a more informed choice in the design of impact studies, aswell as
to begin identification and preliminary assessment of adaptation.
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At the beginning of an assessment of climate change impacts and adaptation strategies,
anumber of important questions should be addressed. It is the purpose of this chapter
to identify these questions, and to suggest some of the factors that may enter into their
resolution. It is not the intent of this chapter or of the handbook to prescribe answers.
The proper design of an assessment can be achieved only by those who will carry it out
in consultation with the potential users or clients.

Too often decisions are made quickly in the interests of “getting started” which later
cometo be regretted. Thisis because the design decisions entail commitments to
inclusions and exclusions which are difficult, costly, and often impossible to change at a
later date. For that reason it is often better to take a little extratime, and exercise alittle
patience, at the outset to make sure that the choices have been made as wisely and with
as much understanding and forethought as practicable.

This chapter provides alist of questions that should be widely discussed at the outset,
and to which satisfactory answers should be agreed by al the main parties, including

1 Atmospheric Environment Science, Environment Canada, Downsview, Ontario Canada.
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the sponsors (those providing the funds), the researchers (those carrying out the
research and those directing it), and the affected community (those who may be affected
by climate change or response to it and thus have a stake in the analysis).

Itis unlikely that the questions can be fully resolved at the outset of the assessment. It
may be agood idea, therefore, to provide for a periodic reassessment of these questions,
to ensure that the objectives agreed at the outset are il being met.

How is the problem to be defined?

At the outset it isimportant to have a good sense of the definition of the problem to be
studied. Each of the sectoral chapters which follow (Chapters 6 to14) begins with a
genera statement of the problem. While this will not be sufficiently specified in site-
specific terms, it isintended to point in the generd direction suggested by current
knowledge and research results. Study designers and users of this handbook will want
to develop more specific problem statements for themselves.

Many of the succeeding questions may be viewed as part of the problem definition.
Thus problem definition may be treated in a holistic manner, where a brief problem
statement can serve as afocus and criterion against which to judge the relevance of
specific ideas. Problem definition may aso be broken into some component parts as
suggested in the following questions.

What are the goals of the assessment?

Often the goals of the assessment are specified by the client (sponsor) or are strongly
set or implied by the circumstances of the assessment. It is important to clarify the
objectives at the outset, since they determine to alarge extent the problem definition,
scope, and boundaries of the assessment.

Many climate impact assessments have been designed to serve the policy interests of
national governments. Other levels of jurisdiction, from local to regional, may also be
interested in the results. Often there are multiple objectives, where, for example, a
national government may wish to have impact research results to inform its own policy,
and at the same time contribute to an international assessment (for example, meeting a
government’ s obligations under Article 3 of the UNFCCC to reduce vulnerability to
climate change).

What time? What space?

The decision with respect to the spatial extent of the assessment and the length of time
into the future that will be considered clearly depends on the factors previoudly
discussed.

1-2



Getting Started

One crucia question is the sort of climate changes to be considered. Thistopicis
covered in detail in Chapter 2, Climate Change Scenarios. It is common practice to
think of climate change as long-term changes in means, for example, that mean global
temperature may rise globally by 1.0 to 3.5 C by 2100 and precipitation may vary by
plus or minus 10 to 20 percent (IPCC, 1996), and by equivalent regiona changesin
means, where these can be derived from GCMs.,

What are the assessment boundaries?

At first it may appear relatively straightforward to place boundaries around a climate
impact assessment. For example, “We are going to assessment the impact of sealevel
rise on mangrove forests’, or “We are going to study the impact of climate change on
agriculture”. The question of boundaries will come up in at least two related ways:
geographic boundaries and study depth.

Geographic boundaries

The matter of geographic boundaries of the assessment isimportant. Countries are
often faced with the choice of studying the entire country or aregion such as province,
river basin, or ecological zone. For small countries, thisissue is not typicaly relevant
as the whole country can readily be studied. For large or even medium-sized countries,
this issue can be challenging. Focusing on aregion or ariver basin allows for more in-
depth analysis. In these cases the compatibility and integration issues will be very
important. For instance, it is of limited use to study irrigated agriculture in one region
while water availability is studied in another region. Studying the entire country gives
results that appeal to a broader audience and allow national policy issues to be more
readily addressed, but it may be harder to fully integrate large geographic scale studies.
Typically the trade-off is between depth and breadth.

The depth of the assessment

A difficulty that is quickly encountered is that the impacts in most sectors are connected
to other impactsin other sectors, and themselves have secondary tertiary and N order
effects. Where is the analysis to stop? For example, damage to mangrove forests may
affect breeding of fish species, which in turn affects fish populations, which affect
coastal fishing communities, which affect local and perhaps regional nutrition, which
affects human health and raises demands for aternative food supplies from agriculture,
which isitself under climatic stress, and so forth. To assess the importance of climate
as afactor in the decline of fish populations, and the importance of fish in nutrition, itis
important to know what other factors may be affecting the fish population (such as
overfishing), and how costly fish is compared with aternative protein supplies.

Such ramifications of climate impacts can spread throughout an ecosystem, throughout
a socio-economic system, and from alocal impact to regional and wider geographical
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aress. It is tempting to think that such expanding ripple effects get progressively weaker
proceeding away from the initial focus in time and in space. This is not necessarily the
case. It depends in part of the condition of the systems or targets impacted. Where these
are vulnerable, or their adaptive capacity is reduced for other reasons, the impacts may
actually become more severe with distance.

Any assessment team should therefore engage in a discussion during the “ getting
started” phase of the boundaries of the assessment, and how these are to be determined
and then followed.

What sectors and areas are to be included in the
assessment?

The choice of the scope of the assessment is crucial. Clearly thisis dependent upon the
objectives, but it is commonly found that the researchers themselves have ideas about
the most appropriate sectors to include. The focus of an assessment can be assmall asa
single cultivar (the impact of climate change on wet rice production), or extend to a
whole agricultural system, or to al the socio-economic and natural systems in a specific
country or region. Sometimes another spatial unit of analysis may be selected, such as
an idand, (Antigua and Barbuda), ariver basin, (the Indus), an ecosystem (savannah),
or other features such as lakes, mountains, and so forth.

The choice of the content of the assessment is often constrained by the availability of
financial and other resources. It isin the nature of the climate impacts problem for a
wider scope to be preferred, especidly at this stage of development of the field where
there are so many unknowns. Both the science and the policy requirements tend to lead
to studies designed to gain a broad overview, rather than to providing precise answers
to narrow and hypothetical questions.

In those many cases where all related sectors cannot be studied, the researchers should
point out potentialy important interactions in their report.

How can we ensure comparability?

It is always tempting for researchers to follow their own inclinations and hunches, and
to alow the nature of the praoblem asthey see it to determine the choice of methods, and
the ways in which they are applied. Often such curiosity-driven research can be highly
productive and innovative. In research that is aimed at providing understanding which
will serve a policy process, this often conflicts with the need for the research results
from one subject area to be comparable with those in other areas. This requirement is
important if the results of individua component studies are to add up to something more
than the sum of their separate parts. This tension applies both within studies and
between studies. For example, in a country assessment of the impacts of climate
change, the results will not be comparable or compatible if the various sector
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components (e.g., water, agriculture, health, biodiversity) use different scenarios of
climate change or different assumptions about the future state of the economy.
Consistency is essentia in these matter. The same applies outside the assessment, for
example, if the results of an impact assessment in one region are to be comparable with
those in another region, or an adjacent country, which may share the same river basin.

How can the project be sufficiently integrated?

The domain of climate impact studiesis so broad that the tendency for individual
component studies to be conducted in relative isolation is very strong and hard to resist.
The question of integration is not the same as the question of comparability. Integration
refers to a much closer examination of the ways in which sectors and regions interact.
The complex issue of integration is discussed in Chapter 4. Assessment teams are
invited to read Chapter 4 at the outset and to try among themselves to resolve the
question of how much integration is to be attempted and in what way.

How should adaptation be addressed?

The magnitude of climate change impacts estimated from a assessment is often very
sengitive to the assumptions made about adaptation. It is difficult to predict exactly how
people will respond to climate change. Will they continue their behaviour from the past
because they do not understand climate change and its implications or will they know
exactly what to do to efficiently adapt? Studies have made very different assumptions
about adaptation, and thus have yielded very different estimates of impacts. Itis
therefore important to consider adaptation at the design phase of the assessment and to
decide how it is to be brought into the impacts research at an early stage. Where a
assessment is being organised by sectors, it can be helpful to select one person from
each of the sectoral groups to serve as members of a cross-cutting group specifically
devoted to the adaptation questions. These and related issues are addressed in Chapter
5.

Should we carry out a pilot project?

The questions raised above are al issues of assessment design. They are crucial.
Decisions made at the beginning of the analysis can determine the shape and content of
the research, arbitrary or hasty decisions may be regretted later. Where studies are to be
conducted in anational or broad regiona context, it may therefore be useful to carry
out a preliminary assessment to help guide the choice.

Instead of simply bringing the members of a assessment team together to try to resolve
the “getting started” questions, it may be helpful to carry out a preliminary pilot
exercise. A quick and inexpensive way to do thisis to draw together awider group of
experts (not restricted to the assessment team) from the different sectors and regions,
together with specidistsin climatology, socia and economic studies, insurance, disaster
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research, and so forth. By pooling their knowledge and experience, it may be possible to
arrive at a consensus view or a collective expert judgement of priority sectors or regions
and results. Given the natural tendency for experts to stress the importance of their own
subjects of research or expertise, it is also helpful to include some personsin such an
exercise who have a broad perspective and are not associated with any particular sector
or region, and who have aless direct stake in any outcome of the preliminary
assessment.

What plans should be made for the
communication and use of results?

During a preliminary assessment there may also be an opportunity to take into
consideration the wider context of the assessment. Questions that assessment designers
may wish to address include the following:

What outputs will be most useful to policy makers? How will the results of the
assessment be made available to the policy and decision-making process? How will
the results of the assessment be communicated to a wider audience and the general
public, as well asthose most at risk?

How will the assessment be related to national economic and socia development
strategy and plans?

What types of method and tools should be used?

Thereisarange of different approaches or methods that can be used in the assessment
of climate change impacts. These include quantitative and predictive models, empirica
studies, expert judgement, and experimentation. Each of these approaches hasit own
advantages and weaknesses, and a good strategy may be to use a combination of
approachesin different parts of the assessment or at different stages of the analysis. In
addition to forma modelling approaches, consideration should also be given to methods
of stakeholder involvement, and the use of expert judgement. In some cases empirical
studies of current climate impacts may be useful. There are aso other tools that may be
used, such as geographic information systems (GIS) and remote sensing. Each of these
is briefly described below. Consideration should be given to using these approachesin
appropriate combinations.

The sectoral chapters of the handbook (Chapters 6 -14) present details of arange of
these methods and approaches. The purpose of this discussion is to provide a guide to
the sectora chapters, so that users will be forewarned and forearmed in what to look
for. The trestment of the different methodological approachesis not uniform or
standard across the chapters, however, because the sectors are quite different in their
susceptibility to different kinds of analysis, and in some sectors (e.g., agriculture and
water) modelling approaches are much more highly developed that in others (e.g.,
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human health and energy). In such sectors other approaches are more commonly in use
and seem better suited to the kind of data and the kinds of problem to be addressed.

For a more detailed discussion of the types of assessment methods, see the IPCC
Technical Guiddines for Assessing Climate Change Impacts and Adaptations (Carter et
al., 1994).

Quantitative models

Wherefeasible, it is desirable to use models where the variables can be expressed in
quantitative terms, so that a variety of tests can be carried out (e.g. sensitivity tests),
and so that results can be expressed in more precise terms. However, one has to keep in
mind that the results generated by these models may look very precise, but should be
handled with caution since the underlying assumptions — not only climate and socio-
economic scenarios but also assumptions about processes — can be rather weak or
incorrect.

Assessment designers can use the following sectoral chapters in this handbook to
provide a quick picture of the available models. In many casesit will be preferable to
adopt an existing model and modify it as necessary to meet specific assessment needs.
A crucial test in the choice of modelling approach and specific model is data needs.
Often the data needs are high and difficult to meet, and this may lead to smplification
of the model or even in some cases the development of a new model or models.

The choice of model is best conducted by experienced modellers, since detailed
foreknowledge of the problems likely to be encountered is especially valuable. Where
experience with climate impacts modelling itself is not available, experience with other
types of modelling can be of great help.

This discussion deals with impact models. These are to be distinguished from climate
scenarios, and socio-economic baseline models or scenarios. They are also to be
distinguished from the decision-making and choice models discussed in Chapter 5,
Adaptation.

There are broadly three kinds of quantitative models that can be used in climate impacts
studies: biophysical models, socio-economic models, and integrated system models. The
ideal that is being sought isamodel or models which deal with climate and socio-
economic and natural systemsin an interactive way. Many of the available models,
however, are simple cause and effect models, in which one or more climatic variables
are changed and the consequences predicted and measured. In reality we are dealing
with an interactive system in which one set of cause and effect relationships leads to
another. The integrated systems models represent an on-going effort to dea with this
complexity.

It should be noted that models do not do everything. Models that address only one
sector or aspect of a system may simulate that sector or aspect well. But they may not
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include interactions from important related sectors or other aspects of the system.
Models that integrate across sectors or systems may capture interactions and be useful
for ng broader scale effects. But their simulations of specific sectors or aspects
of systems may be less reliable than the sector or aspect-specific models. Thus, the
choice of amode should depend in part on what questions are being asked, that is,
whether they are broad or narrow questions. Users of this handbook should recognise
the weakness of any model they choose before using the model and interpreting the
results.

Biophysical models

Biophysical models are used to analyse the physical interactions between climate and an
exposure unit. Details of specific models together with their merits and shortcomings
are provided in the sectoral chapters.

There are basicaly two types of biophysical models, empirical statistical models and
process based models. Empirical statistical models are based on the quantitative
relationship between climate and the particular sector or system under current climate.
The models can be quite useful for simulating effects of climate within the existing
range of observed climate and assuming other critical factors do not change. When
these models are used to simulate climate change, it isimplicitly assumed that the
statistical relationship between climate and the sector does not change. Thus alinear
relationship based on observations is assumed to continue to be linear outside the
observations.

In contrast, process based models are based on physical laws, first principles about the
workings of a system, or assumedly universal regularities. In principle, these can be
applied outside of the geographic area or climate zone in which they were developed. In
reality, there is much uncertainty about the exact biophysical processes under climate
change, especialy when other factors are included. For example, we are uncertain how
the CO2 fertilisation effect will work in field or natural conditions, especialy if thereis
severe drought from climate change (for more discussion see Carter et a., 1994).

Economic models

Mogt of the impact models of the kinds introduced above are concerned with the
prediction of first-order impacts of climate change on such variables as crop yield, run-
off, or the range of insect and disease vectors. To estimate second-order effects and
beyond, such as those on production of cereals, on water supply, or on industrial

output, can require, among other things, the use of economic models. A more detailed
discussion of economic models can be found in Carter et a. (1994). The chaptersin this
Handbook do not give full consideration of economic models, although such they are a
necessary addition to first order impact studies if the socio-economic assessment of
climate impactsis to be complete.
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It isimportant to distinguish three types of models, which depend on the scale of
analysis. At the finest scale, economic models describe the behaviour of a single actor,
such as afarmer or afirm. They can be used to estimate how an individual actor may
respond to climate change. For example, afarm level model can be used to determine
whether afarmer might add irrigation, switch crops, or abandon farming in response to
yield changes. Actor (or micro-) level models do not simulate changes in consumer
demand or in prices; so akey factor for theindividual actor, prices, is assumed to be
unchanged.

Sector (or meso-level) models simulate behaviour in a sector of the economy. Economic
models of agriculture may simulate the agricultural economy of a country or the world.
Such models can simulate changes of behaviour in al actors in a sector, including
consumers. Agriculture models can estimate changes in production and trade patterns.
These models do not simulate interactions between the sector and the rest of the
economy.

Economy wide (or macro-level) models simulate economic activity across all sectors of
the economy. They can estimate changes in total production, employment, and other
macro-economic variables. Like biophysical models, economic models can be divided
among empirical statistical models and process based models. Empirical statistical
economic models are based on observed empirical relationships between economic
variables. Aswith biophysical models, these types of economic models may have
limitations with regard to estimating conditions outside of the observed data or when
there is a significant change in basic economic conditions. In contrast, general
equilibrium models are based on laws of economics and can be thought of as process
based models. They may be more appropriate for simulating economic activity when
thereis a basic change in economic conditions. The empirical statistical models tend to
be static whereas the process based models can be dynamic. Economy wide models tend
to have less detail about individua sectors than do sector-based models.

Integrated systems models

Most of the methods and models described in this handbook are designed for specific
sectors. Assessments based upon single sector studies, or even single sector studies
added together, fail to address the interactive complexity of climate impact phenomena,
for instance, through competitive land and water use. For this reason, research attention
is being devoted to the development of integrated systems models. The design of
integrated studies and integrated models is discussed in Chapter 4. Although
interactions between sectors can be crucially important, building an integrated systems
modelsistypically beyond the means of a climate change impact and adaptation
assessment. Instead, adjusting sector studies for first-order interaction is often feasible
and a reasonable approximation to full interactions.
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Empirical studies

Empirical observations of the interactions of climate and society and natural systems
can be of vaue in anticipating future impacts. Thisis commonly achieved through
analogue methods, in which variations over space or past time can substitute for future
changes. Three kinds of analogue can be identified: historical events, historical trends,
and regiona or spatia analogues of present climate.

A particular advantage of empirical studies emerges as they are extended into the area
of adaptation because it becomes possible to ask decision makers, stakeholders, and
those impacted directly about how they adapt or have adapted in the past. It is also
possible to confirm their responses through direct observations.

Empirical studies can be combined effectively with quantitative model scenarios. Such a
combination of approaches permits modelling work to be solidly grounded in
experience, and permits the extension of empirical studies into the future.

Expert and stakeholder judgement and participation

A useful method of obtaining arapid assessment of the state of knowledge concerning
the likely impacts of climate changeis to solicit the judgements and considered opinions
of expertsin this and related fields. The use of expert judgement may be especidly
appropriate in preliminary or pilot studies, as discussed above. Expert judgement may
therefore be used in anticipation of other types of approach, and be an aid in the design
of such studies.

There are many ways of organising inputs to studies by expert judgement. Often thisis
done informally in committees and small group discussions. While the most highly
regarded experts may be drawn upon in this way, such approaches tend to lack
transparency, and there is always the possibility that a different group of experts would
have arrived at different conclusions. The use of expert judgement can also be
formalised into a quantitative assessment method, by classifying and then aggregating
the responses of different experts to arange of questions.

More recently, decision support systems that combine dynamic simulation with expert
judgement have emerged as promising tools for policy analysis. Here subjective
probability analysisis required where simulation empirica models are lacking.

Remote Sensing and GIS.

Remote sensing from aircraft and satellitesis the science and art of collecting data
about objects located at the earth’ s surface by using sensors mounted on observation
aircraft and satellites and of interpreting the data to provide useful information. The
main civil application areas of remote sensing are cartography, agriculture, food
security, forestry, environment, geology, water resources, marine resources,
atmospheric quality, and regional planning.
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Remote sensing can very effectively be used in combination with GIS, which isa
computer system capable of holding digital maps called geographical layers or spatia
information (represented by points, lines, and polygons) and their associated statistical
and/or descriptive data called attribute data. The development of GIS has allowed
geographically referenced data to be analysed in complex ways. GIS facilitates the
analysis of multiple layers of data and allows dtatistical analysis of multiple factors
while maintaining their spatial representation. A very important advantage of the use of
GlSisthat such systems facilitate the future collection of relevant data as well as
future, more complex analyses.

The data requirements for effective use of GIS are high. Data need to be geographically
referenced using compatible systems, and it isimportant that the spatial resolution of
the various layers be as similar as possible. Such detailed and compatible data often do
not exist, and therefore the costs of developing such a database can be very high. Other
specific limitations include the cost of the software (although less expensive products
are available) and the need to train technicians to use the software.

There are many GIS software packages available on the market such as IDRISI (Clark
University), GRASS (US Army Corps of Engineers), Arc/Info (ESRI), and others. All
of these package vary widely in cost, sophistication, ease of use, and manner of
handling spatially referenced data.

The application of a GIS in impact assessments includes (1) depicting past, present, or
future climate patterns; (2) using simple indices to evaluate present-day regiona
potential for different activities based on climate and other environmental factors; (3)
mapping changes in the patterns of potential induced by a given change in climate, thus
showing the extent and rate of shifts; (4) identifying regions that may be vulnerable to
changesin climate; and (5) considering impacts on different activities with the same
geographical region so as to provide a basis for comparison and evaluation (Carter et
al., 1994). GIS can aso been used in conjunction with genera circulation models
(GCMs), biophysical simulation models, and integrated databases to conduct regional
and global impact analyses.

GIS can dso be avauable tool in integrated impact assessment for storing, combining,
and analysing the geographic information used and developed by the different
assessment teams. If country assessment teams decide to use GISin their studies, it is
essential that al assessment teams use the same or at least compatible systems.

How do we keep on track and assess progress?

Climate impact assessment and adaptation studies are complex, multidisciplinary
enterprises. There are bound to be strong centrifugal forces operating which send
assessment participants in different directions. If the assessment isto retain coherence,
it isimportant to create at the outset a procedure for periodic review and assessment of
progress and to be prepared to make “ course corrections’. Therefore it is suggested that
meetings of the study team be held at frequent enough intervals to permit collective
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assessments of progress to be made, and to ensure that the agreed answers to thislist of
guestions remain valid and are providing sufficient guidance to the component studies.
Where this turns out not to be the case, appropriate adjustments should be made under
the guidance of the project leadership.
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2.1 Introduction

The world on which climate change will have its impact will not be the same asthe
world of today. Many things will change, some even faster than climate. Populations
and economies figure prominently among these. In many countries, population is
projected to double or even triple over the next century. In some countries, the economy
is flourishing and growing very fast. In others, growth is less. In some, the economy is
actually shrinking. These changes will have a variety of effects. Higher populations
implies more people to be affected by climate change. It also implies a higher demand
for food, for water, for places to live, for energy. More prosperous people will have
more to lose to climate change, but will aso have more to spend to protect themselves.
They will be less dependent on agriculture, and have better health care. Changesin
population and economy will not only alter the impact of climate change on human
systems, but also have ramifications for natural systems through, for example, altered
land use and environmental pollution.

For such reasons, it is important to have an idea of how populations and economies will
develop over the coming century and how this will affect the impacts of and adaptation
to climate change. Thisis commonly done with scenarios, reflecting expert knowledge
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and output of extensive models. This chapter discusses how such scenarios can be
developed and to what use they can be put. It also provides afurther background to
S0ci0-economic scenarios in the context of climate change impact research. Box 2.1
illustrates many of the points raised, drawing on the scenarios build for the Pakistan
country study (Pakistan Ministry of Environment, Local Government and Rural
Development, 1997).

Box 2.1 Socio-economic scenarios for Pakistan.

Socio-economic scenarios were developed in the UNEP country study for Pakistan (Pakistan
Ministry of Environment, Local Government and Rural Government, 1997). The scenarios
comprise a range of issues, and are intended to be used in all impact and adaptation analyses
for Pakistan (the first step toward integrated assessment, cf. Chapter 4). Quantitative
scenarios were constructed for total and urban population, total and sectoral economic
activity, total and crop-specific agricultural production, total and sectoral energy demand, and
total and activity-specific industrial output. In addition, a suite of issues was addressed in a
more qualitative manner (although supported with numbers in many cases). These include
literacy, health care, import tariffs, forest cover, and infrastructure. As a result, a reasonably
complete characterisation of future Pakistan emerges, with sufficient detail to analyse the
more subtle effects of socio-economic development on the impacts of climate change and the
ability to adapt.

Three scenarios were developed, with two “anchor” years: 2020 and 2050. For the period up to
2020, the scenarios are borrowed from existing sources, scenarios developed for various
planning studies in and for the country. The period 2020-2050 was developed, with less detail,
for the purpose of the impact and adaptation study. The business-as-usual scenario is based
on a projection of observed trends, corrected for recent structural reforms. A high scenario is
based on more optimistic assumptions about developments in economy and policy. Similarly,
a low scenario is based on more pessimistic assumptions.

2.2 Background

2.2.1 Definition

A scenario is “acoherent, internally consistent and plausible description of a possible
future state of the world”, according to Carter et a. (1994). Webster’s New Dictionary
and Thesaurus (1990, p. 487) more modestly defines a scenario as “an outline of future
development”. The definition of Carter et a. istheided, Webster’ sversion isthe
practice. The development and use of scenarios has a long tradition, going back to at
least De Jouvenal (1967) and Kahn and Wiener (1967).

A scenario differs from aforecast in that a scenario is a plausible future, whereas a
forecast is the most likely future. Being only a plausible future, a scenario isideally
part of aset of scenarios, which together span the range of likely future devel opments.
Scenarios and forecasts have in common that they are internally consistent.

A scenario differs from a projection in that a scenario is a plausible future of a suite of
interrelated variables, whereas a projection often is a simple extrapolation of current
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trend, and often only concerns asingle variable. Internal consistency is not a necessary
property of projections.

2.2.2 The scope of socio-economic scenarios

Climate scenarios are scenarios of climatic conditions. They are treated in Chapter 3.
Socio-economic scenarios are scenarios of the state and size of the population and
economy, in the broadest sense of the words. Socio-economic scenarios comprise the
number of peoplein a country, aswell astheir age, health, gender, values, attitudes,
religion, education, where and how they live, and so on. Socio-economic scenarios
comprise the gross domestic product, as well asincome distribution, relative importance
of economic sectors, imports and exports, unemployment, savings, land and water use,
and so forth. Socio-economic scenarios also comprise technology, legidation, culture,
processes of decision-making, etcetera. In short, socio-economic scenarios comprise
everything that shapes a society. Arguably, they also comprise environmental changes
associated with socio-economic changes. Examples are land use change, land
degradation, eutrophication, and nature preservation.

Of coursg, it isimpossible to make a scenario of everything, particularly within the
framework of a country study. Socio-economic scenarios can comprise almost
everything, but for practical reasons they should comprise only the elements that are
crucid for a climate change impact analysis; not more and not less. Table 2.1 lists the
impact categories as used in this Handbook and gives a selection of the socio-economic
parameters that influence impacts. Note that Table 2.1 isonly for illustration. Countries
may well differ from the broad picture described here. The decision of which socio-
economic variables are needed can be made only after an understanding has been
acquired of how sensitive the system or sector under study isto changesin these
variables, and how fast these variables are likely to change. Besides gaining general
knowledge and insights from the first steps in an impacts and adaptation study,
brainstorming with appropriate experts and surveying the literature may help identify
the crucial socio-economic variables that are liable to change significantly over the
coming decades, and that have a profound influence on the sensitivity and adaptability
of the system or sector under consideration.

2.3 Scenario development

2.3.1 Background

Developing scenarios of socio-economic conditions is both easy and difficult. It is easy
in that a scenario is adescription of a plausible future, a quantified description of a yet-
to-become reality in which assertions cannot be checked against data. No scenario has
ever come true. Thisis not to say that any scenario is as good as any other. Scenarios
need to be possible (i.e., not violate known constraints such as land acreage); plausible
(i.e., in line with current expectations); and interesting (e.g., a scenario that projects a
bright future without problems is appealing but not necessarily
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Table 2.1 Possible socio-economic scenarios needed for climate change
impact and adaptation analysis, per sector or system.
Sector/system Variables needed for scenario
General Population growth

Water resources

Coastal zones

Agriculture

Human health

Energy

Forestry

Livestock and grasslands

Wildlife and biodiversity

Fisheries

Economic growth

Water use for agriculture, domestic, industrial and energy sectors
Land use (for run-off)
Adaptation capacity (economic, technological, institutional)

Population density

Economic activity and investments

Land use

Adaptation capacity (economic, technological, institutional)

Land use

Water use

Food demand

Atmospheric composition and deposition

Agricultural policies (incl. international trade)

Adaptation capacity (economic, technological, institutional)

Food and water accessibility and quality

Health care (incl. basic)

Demographic structure

Urbanisation

Adaptation capacity (economic, technological, institutional)

Population

Economic structure

Power-generation structure

Adaptation capacity (economic, technological, institutional)

Land use

Water use

Timber demand

Atmospheric composition and deposition

Nature preservation policies

Adaptation capacity (economic, technological, institutional)

Land use

Water use

Meat and diary demand

Atmospheric composition and deposition

National and international markets and policies for meat and diary
Adaptation capacity (economic, technological, institutional)

Land use

Water use

Atmospheric composition and deposition
Tourism

Nature preservation policies

Fishing (practice and intensity)

Land use (particularly in coastal zones)
Water use (particularly for freshwater)
Atmospheric deposition
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interesting for policy analysis).? Therefore, scenario development is also difficult. A
scenario isasingle realisation of an infinite number of equally plausible developments.
A good scenario is consistent with current understanding of reality without assuming
that the future will resemble the past and the present. A good scenario does not say that
the future will be “more of the same’. The future will differ both quantitatively and
qualitatively from the present, just as the present differs both quantitatively and
qualitatively from the past. Scenario development thus requires a combination of a
thorough understanding with an eye for crucial details, a broad overview of and insight
about historical trends and international comparisons, creativity, and boldness.

Such acombination of talentsis rare. Fortunately, in most cases, scenarios do not have
to be developed from scratch. Scenarios can be borrowed or adapted from the literature.
A variety of research ingtitutes create scenarios on a variety of issues, with regiona or
even global coverage. Table 2.2 provides an overview of common sources for scenarios
of socio-economic conditions. It is strongly advised to rely on existing scenarios, for
convenience, to save time, and to be comparable to and consistent with related studies.
New scenarios should be developed only if it istruly necessary, for instance, for
variables that are not projected in existing scenarios.

Many countries have devel oped country-specific scenarios to assist national policy-
makers in developing long-term strategies. Specificity to the circumstances of the
country may well be very important. If one goa of the study isto inform domestic
stakehol ders about the impacts of climate change and possible adaptation options to it,
the use of existing scenarios has as additional advantages that the study’s audienceis
aready familiar with the scenarios and that adaptation policies can readily be placed in
the context of other palicies. It is therefore recommended that national scenarios be used
where possible. National scenarios are likely to have been developed in the context of
development plans, agricultural plans, infrastructure plans, and so on. The likely
sources or contacts are the appropriate ministries or perhaps a speciaised planning
office.

Note, however, that national scenarios (which have been developed for different
purposes) seldom reach the second half of the 21st century, which is the relevant time
for climate impact research. However, along-term scenario for the country can, with a
modest effort, be based upon an existing national scenario for the medium term, and an
existing regiona scenario for the long term.

It is aso recommended that the scenarios used for impact and adaptation assessment be
consistent with the scenarios used for greenhouse gas emission studies. The main
overlaps are the assumed population and economic growth rates. Mitigation scenarios
may also project agricultural production and deforestation. Scenarios used for the

2 Unlessthere are identified interventions of how to reach such a future. A possible

application to a climate change impact study would be a scenario with strategic adaptation
(e.g., land tenure reform) which would nullify the impact of climate change.
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Table 2.2 Existing socio-economic scenarios.

Number
scenarios

Parameter Period Geographical

coverage

Remarks

Intergovernmental Panel for Climate Change (IPCC), WMO, and UNEP

Population 1990-2100 3 World, 7 regions
Income 1990-2100 4 World, 7 regions
Energy production and 1990-2100 6 World, 7 regions
consumption

Deforestation 1990-2100 4 World

Source: Leggett et al., 1992.
Electronic source: Limited distribution on diskettes.

based on World
Bank and
United Nations

World Population Projections, World Bank
Population (gender, age, 1990-2150 1
migration) countries
Source: Bos et al., 1994.

Electronic source: Commercial distribution on diskettes.

World, regions and

IMAGE 2, RIVM

Population (total and 1990-2100 1 World, 13 regions
urban)

Income 1990-2100 1 World, 13 regions
Economic activity 1990-2100 1 World, 13 regions
Land use 1990-2100 4 World, 13 regions,

0.5°%0.5°

Source: Alcamo et al., 1994.
Electronic source: --

based on 1S92a
and WRI (1990)
based on 1S92a

International Institute for Applied Systems Analysis (IIASA)

Population (gender, age, 1990-2100 5

migration)

World, 13 regions

Source: Lutz, 1997.
Electronic source: http://www.iiasa.ac.at/

World Health Organization

Mortality (age, gender, 1990-2020 1

cause)

World, 8 regions

Source: Murray and Lopez, 1996
Electronic source: --

Food and Agriculture Organization

Land use 1990-2010 1 World, various
regions

Production (crop-specific)  1990-2010 1 World, various
regions

Source: Alexandratos, 1995.
Electronic source: --
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impact of climate change on energy production and consumption show considerably
more overlap with the scenarios for emissions reduction.

It isimportant that scenarios are consistent across sector studies. Indeed, thisisthe first
step toward integration (Chapter 4). In this case, ensuring consistency actualy saves
work. First, scenarios that apply to most of the sectorsin the country should be
developed. Such scenarios are likely to include population growth, economic growth,
and other generic variables. Population growth rates may need to be region-specific.
Economic growth rates may need to be sector-specific. Sector-specific scenarios could
include age distribution of the genera population and number of doctors for health, and
international whest prices and land tenure reforms for agriculture. Note that some
elements of a scenario may be applicable to more than one sector. Examples are acid
deposition (managed and unmanaged terrestrial and aquatic ecosystems); water demand
by households (water resources, agriculture); and diet (agriculture, hedth). Itis
therefore recommended that all scenarios (including the sector-specific ones) be
developed by one team, or that the development of sector-specific scenarios be gtrictly
co-ordinated.

2.3.2 Building scenarios

Scenarios are often based on a combination of expert judgement, extrapolation of
trends, international comparisons, and model runs. Historical developments are a good
guide for future developments. However, simple extrapolation should be avoided.
Understanding the phenomena underlying the observed trends and the forces that shape
the past developments is necessary for adeguate extrapolation.

The situation in countriesin alater stage of atransition may inspire an estimate of
future developments in a country currently in earlier stages. An obvious exampleisthe
demographic transition, which describes how human mortality and fertility rates fall
with improved health care and growing prosperity. Another transition is that of
economic structure, with agriculture as the dominant economic sector in the early stages
of development, succeeded by industry, and then by services. People tend to consume
more meat when lifted from poverty, but tend to reduce their meat intake when more
affluent. Such transitions describe broad tendencies of average behaviour. It may well
be that countries are different. For instance, religion may interfere with fertility rates or
dietary preferences, although secularisation may counteract this. Or governments may
choose to steer economic structure toward, for instance, the tourist sector.

Models play an important role in scenario development for well-established
relationships, for example, demographic structure and population growth, or price-
induced changes and economic structure. Models cannot be used to generate a complete
scenario. Instead, models help to fill in details of scenarios. For instance, a demographic
model could help trandate a projection of mortality and fertility rates into age
distribution. The projection of mortality and fertility rates would need to come from
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another source, which may be another model. Similarly, the resulting age distribution
could feed into a model which projects the prevalence of diseases.

Expert judgement is needed for the gaps that cannot otherwise be filled, to blend the
pieces into a coherent and plausible scenario, and to generate a plausible and interesting
range of scenarios. Expert judgement plays acrucid role in interpreting the results of
historical, international, and model studies. If timeis short, or the budget limited, expert
judgement may even replace such studies, or fill in gaps. Models, historical trends, and
international comparisons may yield inconsistent, sometimes even conflicting results.
Experts would be needed to restore consistency, and to choose between results. Further,
expert judgement is essential for picking a set of scenarios, each of which is plausible
and interesting, that span the range of possible futures.

Expert judgement may be the only reliable source where the situation is very uncertain,
for instance, because of drastic break in the economic system (as, for example, in the
countries of the former Soviet Union) or in the political situation (asin certain parts of
Africa).

2.3.3 Multiple scenarios

The future is uncertain. A single scenario for future developments may transmit afase
sense of certainty to the study’ s audience. The audience may accept a single scenario
either because it places too much trust in the abilities of scientific research, or because
it does not want to accept the additional complexities and responsibilities that come
with uncertainty. Therefore, multiple scenarios, at least three, should always be used.

Multiple scenarios have the additional advantage that a better understanding of the
system under consideration is obtained. Using multiple scenariosisin fact a
sophisticated sensitivity analysis. Multiple scenarios can show how different
development paths may affect vulnerability differently.

Multiple scenarios arise if crucial parameter vaues (e.g., fertility rate) are varied
between middle, high, and low values. A range of parameter values can be obtained
from the literature, from empirical studies, or from expert judgement. A rich scenariois
based on many parameters. Even with substantial resources, it may be impossible to
investigate all combinations of middle, high, and low values. Ideally, one should
generate many scenarios, based on random parameter values, and select those that span
the range of outcomes for further study and application. This may be too elaborate. If
time or budget is limited, attention should be given to the most important parameters,
that is, those that have the highest uncertainty and the largest influence on the
outcomes. These should all be varied such that the outcome — population, income — is
increased, or decreased, in al cases. To get a high population scenario, for example,
mortality would be set at its low vaue, and fertility at its high value. Thiswill generate
three scenarios, alow, amiddle, and a high one. If time permits, intermediate scenarios
could aso be generated. In generating multiple scenarios, it is essentia to keep an eye
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on plausibility and internal consistency. For instance, high per capitaincome growth
often leads to low fertility and mortality rates.

Besides varying parameters, different, yet plausible assumptions on certain processes
can be made. Thisis at a more advanced stage of scenario development. It is
particularly relevant for the more qualitative aspects of scenario building. For example,
it may be desirable to contrast a scenario with a well-protected domestic market to a
scenario in which the economy is open and al sectors compete a the world market. A
scenario with strictly regulated water resources could be compared to a scenario with a
market for water rights. Such scenarios are structurally different, so it isimpossible to
classify these as high or low.

2.4 Use of scenarios

Socio-economic scenarios are used to provide the context in which climate change will
have itsimpact. An impact analysis usualy starts with an analysis of a sector or system
(e.g., agriculture, health) in the current situation. Next, climate is perturbed and the
impact on the sector or system (e.g., higher yields, more malaria) is analysed. Socio-
economic scenarios are used to perturb other-than-climatic influences on the sector or
system; see Figure 2.1.

[ Climate scenario ]

'
Current climate Future climate
Current society Current society

Socio-economic scenario ] S

A

Current climate < » Future climate
v Future society difference is Future society

impact climate
change

Figure 2.1 Climate and socio-economic scenarios.

Figure 2.1 displays four combinations of current or future climate and current or future
society. The upper left corner isthe current situation: climate is asit is at present, and
society isasit is at present. Consider a climate-sensitive activity such as water
resources management or agriculture. Suppose we are interested in flood damage, or

In reality, climate and society do not develop independently of each other. Viewing
climate as a resource or a constraint, human decisions are constantly affected, including
those concerning long-term development. Human land use affects regional climate, and
greenhouse gas emissions after global climate.
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crop yield. Now, if only climate changes, we move from the upper |eft corner to the
upper right corner. Flood damage or crop yield changes because of climate change. This
change is the impact that climate change would have on the current situation. However,
society aso changes. If climate were to remain asit is today, we move to the lower |eft
corner. Flood damage or crop yield would change, for instance because of new
investments, new regulations, or new technologies. Thisis the impact of socio-economic
change. If both climate and society change, we move to the lower right corner. Flood
damage or crop yield would change further. Thisis the change that will be observed. It
is the combined effect of climate and other changes. The situations with current climate
and future society, or future climate and current society are counterfactual: they exist in
only theoretical exercises, not in redlity.

Obvioudly, one should not go to the trouble of using, let aone developing, socio-
economic scenarios if the impact of climate change on afuture society is expected to be
similar to the impact of climate change on the current society. That is seldom the case,
however. It istrue that a particular cultivar of maize reacts similarly to a certain change
in climate, whether it is 1997 or 2057. In the intervening years, however, that particular
cultivar islikely to be replaced by another cultivar, or maize by whest, or cropland by
industrial development for reasons other than climate change.” Similarly, the farmer that
currently lacks the ability to adapt may have been succeeded by one that has the capita
to buy different seeds or machinery, or irrigate the land (although the currently
abundant water may have been taken or polluted by novel industrial development). A
population currently vulnerable to malaria may have benefited from a successful health
care programme. The trend may aso be in the opposite direction. Regions which
nowadays control malaria may lose the race in the future because of ever more resistant
strains of the malaria parasite. In generdl, it is better to assume that socio-economic
developments have a substantial effect on sensitivity to climate change than to assume
that the effect is trivial.

For instance, Mekonnen and Hailemariam (1998) describe a socio-economic baseline
scenario for climate change impact assessment in Ethiopia. In addition to the obligatory
population and economic growth, the scenario also considers urbanisation, agriculture
encroaching on grassands, and expanding mining and industria activities. Furthermore,
the scenario considers further strengthening of institutions and environmental
legidation, which would result in, for example, improved soil management and forest
preservation.

So, such factors have to be included in a climate change impact study.® The question is
how. The previous section describes how to devel op scenarios of socio-economic
parameters. The scenarios have to then be linked to the impact analysis. Below, a
number of examples by sector are given of how this has been handled in the impacts

* If it is because of climate change, that is adaptation, the subject of Chapter 5.

® Recall that first the crucial socio-economic variables need to be identified. A study of the
impacts of climate change on the present situation may be very informative for that.
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and adaptation literature. Of course, these examples are not perfect solutions. Nor are
they prescriptions of how it should be done. Rather, they are illustrations of how socio-
economic scenarios can be incorporated, meant to illuminate and inspire the user on
how the issue can be tackled.

2.4.1 Water resources

More people will use more water. Perhaps not per capita, but the population in total
will likely use more water. At the same time, water resources are under pressure all
over the world, with reserves falling and conflicts between competing users looming.
Thisimplies that, in many places in the world, water resources management will ook
drastically different in fifty years time, as current practices cannot be sustained.

A dragtic changeto ariver is building a dam. If there is good reason to assume that one
or more dams will be built in the river that is the subject of the study, this should be
incorporated into the analysis. Another likely change is that the demand for river water
(for irrigation, cooling, or household consumption) will be different, so that downstream
discharges change as well. A part of the consumed water is put back into the river, itis
perhaps enriched by other substances. Further, peak floods may increase because part
of the catchment is deforested or paved. In that case, the nature of floods changes, with
higher, more rapid, and shorter peak flows.

Investigating the impact of such changes requires rather detailed scenarios of land and
water usein the catchment of study. Time may be too short to devel op these, while the
detail required may not be found in existing scenarios. Besides, scenarios are good for
broad pictures. The details of scenarios are not very reliable, and sometimes the details
can have very important consequences. For instance, there may be a good reason to
expect that the river will be dammed, but where the dam will be placed and how big it
will beis hard to foresee, yet very important for the hydrological regime. It may
therefore be better to use “analogue parameterisations”.

The models described in Chapter 6 have been used for many studies. After calibrating
the chosen model to the river catchment, consider looking at other calibrations. If the
river is about the same as ariver 200 miles north, the main difference being that
deforestation has progressed much further there, then the runoff parameters of that
catchment give an idea of what runoff will look like in this river catchment after
deforestation. This should be done with great care, as no river is the same.

2.4.2 Coastal zones

Sea level rise affects coastal zones, which tend to be highly dynamic both ecologically
and economically. This has important consequences for the impacts of sealevel rise. An
obvious change is the size of coastal systems at risk. The Global Vulnerability
Assessment (Hoozemans et al., 1993), for instance, finds 61 million people at risk of a
1-meter sealevel rise world-wide if populations are held constant at their 1990 val ues.
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This number grows to 100 million as aresult of 30 years of population growth and
migration to the coast. Conversely, 169,000 square kilometres of coastal wetlands are
potentially at loss if the current situation is maintained. This number is projected falls
to 154,000 square kilometres in 30 years' time, because other pressures on coastal
systems reduce the acreage of wetlands.

Hoozemans et al. (1993) also point out that richer countries have more financial
resources to invest in coastal protection (cf. also Fankhauser, 1995; Nicholls et d.,
1995).

Being agloba study, Hoozemans et a. (1993) is understandably scarce on details. The
study by the Comision Nacional Sobre el Cambio Global (1998) describes a scenario
for coastal development in Uruguay. In addition to the obligatory population and
economic growth, they also considered the impact of currently planned infrastructure. It
is planned to connect Buenos Airesin Argentina and Coloniain Uruguay by a bridge.
Thisislikely to spur considerable growth in Colonia and neighbouring San Jose.
Similarly, aroad is planned along the north coast, bridging the lagoons. Opening this
areaislikely to lead to additiona coastal development.

2.4.3 Agriculture

Future agriculture will be as different from current agriculture asthat is of past
agriculture. Since World War 11, the world has witnessed a tremendous growth in
population and income, decolonisation, the “Green Revolution”, the Common
Agricultural Policy in Europe, and, most recently, the freeing of international trade. All
of these have had a significant impact on agriculture, not only on its output but aso on
the way it is practised and organised.

The most obvious change is population growth. Demand for food will be greater and
more varied, and therefore production needs to be greater, and a so more diverse and
specialised. There are three basic options for increasing food supply, namely expansion
of agricultural lands, increased productivity per acre, and increased net food imports.
Expansion invariably means expansion into lands less suitable for agriculture. Crops on
marginal lands tend to be more sensitive to climate change (or any other stress) than
crops on richer lands. An impact study needsto take this into account. More varied
agricultural production would reduce sensitivity to climate change (through
diversification), but at the same time would increase the information needed for
successful adaptation (assuming that each crop needs to be investigated individually).

Increasing productivity per acre can be done in avariety of ways, by improving soils,
water and nutrient availability, cultivars, and management practices. High-yield strains
are often more susceptible to disturbance and disease than their lower-yield
predecessors. If rain-fed crops are converted to irrigated crops, producers’ vulnerability
to drought shifts from local (the field) to regiona (the watershed), bringing in
competitive users for the irrigation water. At the same time, increasing productivity per
acreis often accompanied by an expansion of resources, notably capital, information,
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and aternative sources of income. As aresult, the farmer (not the crop) could become
less vulnerable to climate change.

Increasing food imports would imply that agriculture becomes less sensitive to climate
change in the country itself, but more sengitive to climate-change-induced price shocks
a the world food market. Increasing food imports or reducing exports of food and non-
food agricultural products would have ramifications for the balance of payments and
the exchange rate.

At the national level, the impacts of climate change on the agricultural sector aso
depend on the assumed economic and population growth rates. Countries with low
population growth will have fewer mouths to feed. Countries with high economic
growth will have more resources to support a smaller agricultural sector.
Vulnerabilities will be very different if a country seeks rapid industrialisation, takes
food imports for granted, seeks self-reliance in food production, or chooses a path of
agricultural export-led growth. Vulnerabilities will aso be different if a country chooses
to protect and support its farmers, or let them face the whims of the market and the
weather on their own strength.

2.4.4 Rangelands and livestock

The issues raised with regard to arable agriculture also pertain more or less to
rangelands and livestock. Rangelands and the livestock living on them are affected by
changes in water and land use, deposition of eutrophying and acidifying substances, soil
erosion and land degradation, and management practices. The demand for meat and
dairy products, which depends on the number of people and their dietary preferences, is
also important. The intensity of farm management is another factor that may influence
the response of rangelands and livestock to climate change. Extensive farms may be
most sensitive to changing weather conditions. This sengitivity may decline if land is
improved, feed is supplemented, and animal health care isimproved. Bio-industry is
largely insengitive to climate change, but may conflict with consumer preferences.

2.4.5 Human health

Human hedlth is another area where large changes can be expected. Medical research
concentrates on “diseases of affluence” (e.g., cardiovascular disorders), which may be
less sengitive to climate change than “ diseases of poverty” (e.g., infectious diseases).
Breakthroughs in treatments for climate-sensitive diseases may not occur, and if they
do, their timing is highly uncertain. Further, the effect these have on vulnerability is
trivial. For instance, in the unlikely event of the development of an effective and cheap
malaria vaccine, the effect of climate change on the disease will be negligible.

Access to basic hedlth care is often important to vulnerability to climate-sensitive
diseases. With some effort, this can be derived from scenarios on per capitaincomes.
Other variables such as income distribution and nationa or international health care
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programmes are also important. These could be derived by extrapolation or be the
subject of a sengitivity analysis. In any case, people tend to care about their health, and
if they are able, they will take care of their hedlth. So, increasing incomes implies better
health care and reduced vulnerability to diseases, including those sengitive to climate
change.

Although arise in income may improve human health, economic growth and
urbanisation will continue so that “rich” and “urban” diseases will gain in importance
relative to “poor” and “rura” diseases. Two prominent categories are cardiovascular
diseases (related to heat and cold) and respiratory disorders (related to heat, cold, and
air quality). The urban heat island effect makes heat wavesin cities much worse than at
the countryside. Air conditioning helps only those who have it. And air conditioning
actually contributes to the heat outside. Urban air quality also tendsto be worse than
rurd air quality, and particularly so during hot weather.

Theimpact of heat waves depends on adaptation. Once air conditioning is wide-spread
(including in shopping malls) and cooling water bodies or forests are nearby,
vulnerability will decrease. A similar thing may happen to urban air quality. Once the
dirtiest traffic is banned, and the dirtiest industries moved to the outskirts of the city, air
quality will improve and vulnerability decline.

Scenarios for population, per capitaincome, and urbanisation are readily available for
most countries (see Table 2.2). Scenarios for other variables are not so readily
available.

2.4.6 Energy

Energy production and consumption are likely to change in ways that affect their
sengitivity to climate change. On the production side, biomass, solar energy, and,
particularly, hydropower are directly influenced by climate. These sources of energy
may well gain in importance in the future, so that the number of potentially affected
units (biomass plantations, hydropower plants, wind turbines) grows. Energy
production and the composition of energy supply are subject to substantial study,
largely in the context of mitigation studies of climate change. It is recommended that the
scenarios used for mitigation studies also be used to study the impact of climate change
on energy production and consumption.

Climate effects on energy consumption are largely confined to heating and cooling.
Demands for heating and cooling depend on the number of people and their housing
situation. Particularly important is the spread of air-conditioning. Note that climate
change may speed up the introduction of air-conditioning. Building design, urban
planning, family size, age distribution, and working hours may also significantly affect
energy demand for heating and cooling.

Besides energy supply and demand, technologies are also bound to change. New power
generating techniques may be more or less sengitivity to weather conditions, or sensitive
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to other weather circumstances than current techniques. For instance, new power plants
may use less cooling water, or new photovoltaic cells may be less sensitive to overcast
skies. Technological change may also influence the energy demand side. For instance,
the energy demand of more efficient air conditionersis less sensitive to climate than is
the demand of less efficient air conditioners.

2.4.7 Forests

Besides by climate change, forests are affected by changesin water and land use,
deposition of eutrophying and acidifying substances, timber demand, and management
practices. These factors affect both the size of the forest sector and the species
composition in the stands. The latter would imply a qualitative shift in the impact of
climate change, since different species react differently. Trees stressed by, say, an acid
environment also react differently to climate change than trees in a hedlthy environment,
as do treesin an environment artificially enriched by nutrients. Foresters would behave
differently if the land tenure system were to change, or if the demand for “sustainably
grown” timber were to increase. Forest acreage would decrease if other types of land
use became relatively more attractive, for instance because of extensions of nature
reserves, increased demand for agricultural produce, or greater timber supply on the
international market.

2.4.8 Biodiversity

Biodiversity is affected by changes in water and land use, deposition of eutrophying and
acidifying substances, soil erosion and land degradation, and recregation. In some cases,
management practices are also influential. All of these factors influence the way in
which biodiversity reacts to changesin the climate. Perhaps the most influential factor
isthe area of human disturbance. The areathat is|eft untouched by humans, whether
thisis scattered or well-connected, confined to marginal grounds and so on, isa
significant driver of vulnerability to climate change. Also, whether adjacent lands are
used for eco-tourism, extensive farming, or industrial development isinfluential.
Further, access of indigenous people or poachers may be important. Inflow of
contaminating or fertilising substances via air or water may also affect an ecosystem
and its reaction to climate change.

2.4.9 Fisheries

The most crucial factor determining the impact of climate change on fisheriesis the
harvesting of the world’ s fish stocks for human consumption. A further increase in the
reach and accuracy of fishing fleets would lead to more stress on more fish populations,
leaving them more vulnerable to climate change. Technologies enabling fishermen to
catch only desirable species, and regulations restricting access to certain waters, times,
or species, would reduce stress and increase resilience to climate change.
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Another important factor is human influence on hatcheries, nurseries, and food
resources such as coastal wetlands and coral reefs. A further increase in the stress on
these systems would leave fish stocks more vulnerable to climate change, and
decreasing stress would have the reverse effect.

A third factor that may be worth looking at is the spread of aguaculture. If fish supply
were to rely more heavily on “farmed” fish than on wild stocks (because of market
forces or government intervention), stress on the latter would decrease and the influence
of climate change on the former would be greater. A change in dietary preferences for
fish would change demand, and thus would affect the supply and stress of fish
populations.

2.5 Concluding remarks

The socio-economic circumstances of the world on which climate change will have its
impact will be very different from today’ s circumstances. The future system or sector of
the study islikely to differ not only in size but also in structure. Therefore, the impacts
on and adaptation of the future system or sector may well differ quantitatively and
qualitatively from the impacts and adaptation of the current system. In one way or
another, the analysis needs to take this into account.

Asafirst step, the crucial elements that are likely to change should be identified. Is it
the size of the population, water use upstream, or agricultural policy? As a second step,
ascenario of how these crucial eements might change over the next decades needsto be
developed or, preferably, obtained. As athird step, the impact and adaptation analysis
must be combined with the socio-economic scenario.

The second step is probably the easiest. Do not develop scenarios; instead borrow them
from the literature. If no scenarios are available, use historical trends and geographical
analogues to inspire scenario development. If time permits, use more than one scenario.

The first and third step are specific to the situation of a country study. General
guidelines are either too vague to be helpful or too specific to be applicable to each
case. Using appropriate experts will probably help. The literature on climate change
impacts and adaptation is rapidly expanding, and full of examples how others have tried
to solve this problem. This chapter also provides a number of examples, but these are
only examples, different problems would need different solutions.
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3.1 Introduction

This chapter addresses the important and often controversial topic of climate change
scenarios. The choice of climate change scenarios isimportant because it can determine
the outcome of a climate change impacts analysis. Extreme scenarios can produce
extreme results, and moderate scenarios can produce moderate results. The selection of
scenariosis controversial because scenarios are often criticised for being too extreme,
too moderate, too unreliable, or not considerate of important factors such as changesin
variability.

This chapter does not provide instructions on which types of climate change scenarios
to use or how to construct them. Rather, it discusses the options for selecting scenarios,
the issues that need to be considered in selecting scenarios, and the advantages and
disadvantages of different approaches. The design and application of specific scenarios
will require additional research and may require technical assistance.
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2 Climate Research Unit, University of East Anglia, Norwich, UK.
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This chapter begins by addressing why climate change scenarios should be used and
postulating criteriafor selecting types of scenarios. Generic options for selecting
scenarios are described, followed by a discussion of issues to be considered when
selecting scenarios. The chapter then discussesissuesin the use of general circulation
models (GCMs’) in climate change scenarios and gives examples of scenario selection.
(Chapter 2 discusses why it isimportant to use scenarios to examine the potential
implications of uncertain future conditions such as climate change.)

More than one scenario should be used to show that there is uncertainty about regional
climate change. Using one scenario can be misinterpreted as a prediction. Using
multiple scenarios, particularly if they reflect awide range of conditions (e.g., wet and
dry) indicates some of the uncertainty about regional climate change.

Climate change scenarios have been typicaly developed for a particular point in the
future. Many climate change scenarios examine the climate associated with a doubling
of carbon dioxide levels in the atmosphere over pre-industrial levels (2xCO,).* This will
most likely happen in the last half of the twenty-first century. These could be considered
static scenarios because they are based on the (false) presumption that a stable climate
will be reached in the future. This assumption is made to simplify analysis, not because
it iswidely believed that climate will reach a static condition. In contrast, transient
scenarios examine how climate may change over time. They typicaly start in the
present day and cover anumber of decades into the future.

A range of scenarios can be used to identify the sengitivity of systemsto climate change
and to help policy makers decide on appropriate policy responses. It must be explained
to policy makers, journalists, and the public that climate change scenarios are not
predictions of the future in the way that weather forecasts are. Rather, they are
plausible indications of what the climatic future could be like, given a specific set of
assumptions. The range of plausible climate change scenarios is much greater than that
determined by uncertainties in climate models alone, and depends to a considerable
extent on future globa demographic and technologica change, land utilisation, and
ecological adaptation. Thus, prediction is too ambitious a term for such a tentative and
provisional exercise of looking into the future (Henderson-Sellers, 1996).

GCM can also stand for “global climate models.” However, one-dimensional and two-
dimensional models of global climate can be considered to be global climate models.
Models of the general circulation of the atmosphere or atmosphere and oceans need to be
three-dimensional. Thus here GCM only refers to these three-dimensional models.

These CO, doubling scenarios usually mean the “effective doubling” of CO,, that is,
when the warming potential of all greenhouse gases, such as methane, nitrous oxide,
and the halocarbons as well as carbon dioxide, equals the doubling of CO, alone.
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3.2 Climatological baseline

Itistypical in impacts assessment to use a period of years of observed meteorological
data to define a*“ current climate baseline”. This set of years can be used to calibrate
impacts models and to quantify baseline climate impacts, e.g., crop yields under current
climate. A 30-year continuous record of recent climate datais widely used for creating
abasdline climate (e.g., Rosenzweig and Parry, 1994). A 30-year period islikely to
contain wet, dry, warm, and cool periods and is therefore considered to be sufficiently
long to define aregion’s climate. The 30-year “norma” period as defined by the World
Meteorological Organisation (WMO) is recommended by the Intergovernmental Panel
on Climate Change (IPCC) for use as a basdline period (Carter et al., 1994).

The current WMO normal period is 1961-1990. This period best defines current
climate because it is recent. Since the quality and quantity of weather observations tend
to improve over time, this period is likely to contain a more extensive network of
observing stations and to record more variables than earlier periods. One problem with
use of the 1961-1990 period, however, is that the 1980s were, globally, the warmest
decade this century (Jones et al., 1994), athough in some regions the 1980s were not
warmer than prior decades. On average, therefore, using 1961-1990 as a base period
could introduce a warming trend into the basdline, which could bias the results of some
impact assessments, particularly transient assessments that combine observed basdline
climate with an underlying trend in climate variables. The trend is not a problem if one
is reporting only averages and variances. Another recent 30-year period such as 1951-
1980, which has no trends or less distinct trends, could perhaps be used. But earlier
periods are more likely to have less comprehensive and poorer quality data. On balance,
it is preferable to use the most recent period.

In many cases, the basdline data set may contain insufficient variables or periods of
missing data. In addition, there may be a need to create a baseline period that is much
longer than 30 years to create more reliable statistical results (e.g., Lin, 1996). One way
to remedy these situations is to use stochastic weather generators (see Table 3.3) (e.g.,
Richardson and Wright, 1984). These smulate daily wegther at a site based on
historical statistical relationships between variables. Using a weather generator to
generate longer and more complete baseline data sets may require substantial amounts
of observed weather data, which can be costly, or the data may be difficult to obtain.

3.3 Conditions for selecting climate change
scenarios

Climate change scenarios selected for impact assessment should meet the following four
conditions:

Condition 1.  The scenarios should be consistent with the broad range of global
warming projections based on increased atmospheric concentrations of
greenhouse gases, e.g., 1 |C to 3.9 ]C by 2100 (Houghton et a., 1996),
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Condition 2.

Condition 3.

Condition 4.

or 1.5]C to 4.5 ]C for a doubling of CO, concentrations (IPCC, 1990).
Regiona changesin climate variables may be outside the range of
global average changes, but should be consistent with what climate
change theory and models conclude may happen.

The scenarios should be physically plausible; that is, they should not
violate the basic laws of physics. It isnot plausible, for example, to
assume that a country with aslarge an area as Russia or Brazil would
have a uniform increase or decrease in precipitation. However, such a
scenario could be plausible for smaller areas. In addition, changesin
variables need to be physically consistent with each other. For exam-
ple, days with increased precipitation will most likely have increased
cloudiness.

The scenarios should estimate a sufficient number of variables on a
gpatial and temporal scale that allows for impacts assessment (Smith
and Tirpak, 1989; Viner and Hulme, 1992). Many impacts models
need scenario data for a number of meteorological variables such as
temperature, precipitation, solar radiation, humidity, and winds. In
addition, daily or more frequent information may be needed for some
studies.”

The scenarios should, to a reasonable extent, reflect the potential range
of future regiona climate change. For example, a set of scenarios that
examines only ardatively large or small amount of warming, or only
wet or dry conditions, will not help identify the full range of
sengitivities to climate change

In ng options for creating climate change scenarios, it isimportant to meet as
many of these conditions as possible. Where conditions are not met, the shortcoming
should be acknowledged in reporting the results of analyses that use the scenarios.

3.4 Generic types of climate change scenarios

There are three generic types of climate change scenarios: scenarios based on outputs
from GCMs, synthetic scenarios, and analogue scenarios. All three types have been
used in climate change impacts research, although probably a mgjority of impacts
studies have used scenarios based on GCMs. This section briefly describes each type

Those creating climate change scenarios need to discuss data needs with the groups

assessing impacts on each sector. The sectoral groups need to identify the variables they
need and the necessary spatial and temporal resolution (e.g., 100 square kilometres at a
daily time step). The climate change scenarios group needs to determine what can
reasonably be provided.
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of scenario and its relative advantages and disadvantages.® The section closes with a
discussion of afourth possibility of using a combination of two or more options. These
different approaches, among others, have been summarised in Table 3.3.

3.4.1 General circulation models

GCMs are mathematical representations of atmaosphere, ocean, ice cap, and land
surface processes based on physical laws and physically-based empirical relationships.
Such models have been used to examine the impact of increased greenhouse gas
concentrations on future climate. GCMss estimate changes for dozens of meteorological
variables for grid boxes that are typically 250 kilometres in width and 600 kilometresin
length. Their resolution is therefore quite coarse. The most advanced GCMss couple
amosphere and ocean models and are referred to as coupled ocean- atmosphere GCMss;
see Gates et al. (1996) for an evaluation of coupled GCMs.

Two types of GCM runs can be useful for impact assessments. Almost all GCMs have
been used to simulate both current (1 JCO,) and future (2 ]JCO, or occasionally 4 ]CO,)
climates. The difference between these smulated climatesis a scenario of how climate
may change with an effective doubling (or quadrupling) of atmospheric CO,
concentrations. These are referred to as equilibrium experiments since both the current
and future climates are assumed by modellersto be in equilibrium (i.e., stationary).
GCMs used for equilibrium experiments generaly have only avery simple
representation of the oceans.

To be sure, climate is never in equilibrium. Greenhouse gas concentrations are not held
constant, because of human activities or other reasons. The assumption of a stable
climate makes it easier, however, for climate modellers to estimate the effect of
increased greenhouse gases on climate and for impact assessors to examine potential
impacts.

The second type of experiment is called a transient experiment. Here, a coupled GCM
is used to simulate current (1 JCO,) climate and then future climate as it respondsto a
steady increase in greenhouse gas concentrations beyond 1[ JCO, concentrations (e.g.,
Manabe and Stouffer, 1995; Mitchell et al., 1995). A typical forcing scenarioin a
transient experiment isa 1 percent per year increase in CO, concentration, but many
different forcing scenarios could in principle be used. The mode is typically run for 100
years or more into the future. Tables 3.1 and 3.2 display attributes of some transient
coupled atmosphere-ocean GCMs. An important limitation of many transient scenarios
from GCMs s the so-called “cold start” problem (Hasselmann et al., 1993). This
occurs when atransient GCM simulation fails to reflect the climate change that arises
because of historical greenhouse gas emissions (i.e., those before the baseline period;
Kattenberg et a., 1996). When this occurs, GCMs usualy underestimate the change in

®  Section 3.5 also discusses advantages and disadvantages of GCM based scenarios.
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climate in the first few decades beyond the present. More recently, afew “warm start”
transient experiments have been successfully completed in which historical emissions of
greenhouse gases back to the nineteenth century have been used to force the model (e.g.,
Mitchell et a., 1995; Mitchell and Johns, 1997). Many impact assessment studies have
used GCMs as the basis for creating scenarios (e.g., Parry et al., 1988; Smith and
Tirpak, 1989; Rotmans et al., 1994; Strzepek and Smith, 1995). These studies
combined average monthly changes between 2[]CO, and 1 JCO, climates from
equilibrium GCM experiments with 30 years of observed climate data. The use of the
observed climate data provides greater spatial, and sometimes temporal, variability than
can be provided by the GCM (thus helping meet Condition 3), although it assumes that
these aspects of climate do not change from current conditions.

Table 3.1 Sample of global, mixed-layer, atmosphere-ocean general
2 Simulations) used for impact
assessment studies.

Group Horizontal resolution Global surface References
(number of waves or air temperature
lat. x long.) change (°C)

GFDL 4.4° x 75° 3.2 Wetherald and Manabe, 1988

GFDL 4.4° x 75° 4.0 Manabe and Wetherald, 1987

GFDL 22° x 3.8° 4.0 Wetherald and Manabe, 1988

osu 4° x 5° 2.8 Schlesinger and Zhao, 1989

MRI 4° x 5° ~4.3 Noda and Tokioka, 1989

NCAR 4.4° x 75° 4.0 Washington and Meehl, 1990

CSIRO4 3.2° x b56° 4.0 Gordon and Hunt, 1994

CSIR09 3.2° x 5.6° 4.8 Whetton et al., 1993;
Watterson et al., 1997

GISS 8° x 10° 4.8 Hansen et al., 1984

UKMO 5° x 75° 5.2 Wilson and Mitchell, 1987

UKMO 5° x 75° 3.2 Mitchell and Warrilow, 1987

UKMO 25° x 3.75° 3.5 Mitchell et al., 1989

CCC 3.75° x 3.75° 3.5 Boer et al., 1992; McFarlane et
al., 1992

MPI 1.25° x 1.25°°% — Bengtsson et al., 1996

% Time-slice experiments with atmosphere-only ECHAM3 T 106 model.

Source: Watson et al., 1998

Until the last few years, equilibrium GCM experiments were more readily available.
Thisis because it takes less computing time to run a static experiment than atransient
experiment. Many impacts studies have relied on static experiments and typically
estimate the effects of CO, doubling on a sector. Thus, they estimated the potential
effects of climate change in the latter half of the twenty-first century. With increased
computing power it has become less expensive to run transient experiments. In recent
years, the output from transient experiments has been used more frequently in climate
change impacts studies. Thus, potential impacts over successive decades can also now
be estimated.
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The major advantage of using GCMs as the basis for creating climate change scenarios
isthat they are the only tool that estimates changes in climate due to increased
greenhouse gases for alarge number of climate variables in a physically consistent
manner.” The GCMs estimate changes in a host of meteorological variables, e.q.,
temperature, precipitation, pressure, wind, humidity, solar radiation (Schlesinger et dl.,
1997), that are consistent with each other within aregion and around the world, and
thus they fully meet Conditions 1 and 2, and partialy satisfy Condition 3.

7

Although the variables within a GCM are all determined using physical laws, or empirical
relationships based on physical laws, validation studies show that the internal
relationships between these model variables may not necessarily be the same as the
relationships observed in the real world. Thisis because of deficienciesin the GCM.

3-7



UNEP/IVM Handbook

Table 3.2 Sample of global coupled atmosphere-ocean general circulation
models (transient simulations) used for impact assessment studies.
Group Model name® Horizontal Greenhouse Global References
resolution gas surface air
(number of scenario® temperature
waves (percentlyear) change at
or lat. x CO;
long.) doubling
Q)
BMRC — 3.2° x 5.6° 1.35 Colman et al., 1995
GFDL — 4.4° x 7.5° 2.2 Manabe et al., 1991,
1992
MRI — 4° x 5° 1.6 Tokioka et al., 1995
NCAR 5° Ocean 4.4° x 7.5° 2.3 Meehl et al., 1993
NCAR 1° Ocean 4.4° x 7.5° 3.8 Meehl, 1996;
Washington and
Meehl, 1996
UKMO UKTR1 2.5° x 3.75° 1 1.7 Murphy, 1995;
Murphy and Mitchell,
1995; Senior, 1995
UKMO HADCM2 2.5°x3.75° 1+ aerosols ~2.5 Mitchell and Johns,
1997
MPI ECHAM1+LSG 5.6° x 5.6° 1.3 1.3 Cubasch et al., 1992
MPI ECHAM3+LSG 5.6° x 5.6° 1.3+ not available Hasselmann et al.,
aerosols 1993
CSIRO — 3.2° x 5.6° 1 2.0 Gordon and
O'Farrell, 1997
CCC CGCM1 3.75° x 3.75° 1 2.6 Reader and Boer,
1998 ; Flato et al.,
1997
GISS — 4° x 5° 1 14 Russell et al., 1995

% If different from group name.

® The greenhouse gas scenario refers to the rate of increase of CO, used in the model
experiments; most experiments use 1 percent per year, which gives a doubling of CO, after
70 years (IS92a gives a doubling of equivalent CO, after 95 years).

Source: Watson et al., 1998.

A magjor disadvantage of using GCMsiis that, although they accurately represent global
climate, their simulations of current regional climate are often inaccurate (Houghton et
al., 1996). In many regions, GCMs may significantly underestimate or overestimate
current temperatures and precipitation (see Table 3.3). Another disadvantage of GCMs
isthat they do not produce output on a geographic and tempora scale fine enough for
many impact assessments (Condition 3). GCMs estimate uniform climate changesin
grid boxes several hundred kilometres across, and although they estimate climate on a
daily or even twice daily basis, results are generally archived and reported only as
monthly averages or monthly time series. An additiona disadvantage of GCM-based
scenarios is that asingle GCM, or even several GCMs, may hot represent the full range
of potential climate changesin aregion (Condition 4).
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Although GCMs have clear limitations for scenario construction, they do provide the
best information on how global and regional climate may change as aresult of in-
creasing atmospheric concentrations of greenhouse gases. Some of the ways of creating
climate change scenarios using GCM output are described in Section 3.5.

3.4.2 Synthetic scenarios

Synthetic scenarios, sometimes referred to as arbitrary scenarios, are based on incre-
mental changesin such meteorological variables as temperature and precipitation. For
example, temperature changes of +2]C and +4[|C can be combined with precipitation
changes of [ ]10 percent or 20 percent or no change in precipitation to create a synthetic
scenario (e.g., Poiani and Johnson, 1993; Mendelsohn and Neumann, in press). These
incremental changes are usualy combined with a baseline daily climate database to
yield an dtered 30-year record of daily climate.

Synthetic scenarios usually assume a uniform annual change in temperature and other
variables over a study area, athough some studies have introduced tempora and spatial
variability into synthetic scenarios. Robock et al. (1993) devel oped different synthetic
scenarios for annual average change in temperature and precipitation in wet and dry
yearsin the Sahel and Venezuela. Kalvova and Nemesova (1995) devel oped different
seasonal changes in temperature and precipitation patterns for the Czech Republic, but
again applied them uniformly across the region. Rosenthal et a. (1995) used different
uniform changes in winter and summer temperature across climate zones of the United
States. Thus, they included some temporal and spatial variability. All three studies
based the selection of synthetic scenarios on outputs from GCMs.

The main advantages of synthetic scenarios are their ease of use and transparency to
policy makers and other readers of impacts studies. In addition, synthetic scenarios can
capture awide range of potentia climate changes (Condition 4). One can examine small
changesin climate (e.g., 1 ]C) up to large changes in climate (e.g., §]C to §|C), and
one can examine increased and decreased precipitation scenarios. In addition, because
individual variables can be changed independently of each other, synthetic scenarios
aso help identify the relative sensitivities of sectors to changes in specific
meteorological variables. A further advantage of synthetic scenariosis that different
studies can use the same synthetic scenarios to compare sensitivities (although assum-
ing the same synthetic scenario across different sites may well violate Condition 2,
internal consistency). Synthetic scenarios are inexpensive, are quick and easy to
congtruct, and generally require few computing resources.

A major disadvantage of synthetic scenarios is that they may not be physicaly plausible
(Condition 2), particularly if uniform changes are applied over avery large area or if
assumed changes in variables are not physically consistent with each other. As noted
above, uniform changes in temperature, and particularly precipitation, are not plausible
over large areas. It isimportant to not arbitrarily select changesin variables such as
temperature, precipitation, wind, clouds, and humidity that are not internally consistent
with each other. For example, increased precipitation would normally be associated
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with increased clouds and humidity.® Synthetic scenarios may not be consistent with
estimates of changesin average global climate (Condition 1). Thislast limitation can be
overcome by using the outputs of GCMs to guide the development of synthetic
scenarios, as was done in each of the three studies cited above.

3.4.3 Analogue scenarios

Analogue scenarios involve the use of past warm climates as a scenario of future
climate (temporal analogue scenario), or the use of current climate in another (usually
warmer) location as a scenario of future climate in the study area (spatial analogue
scenario).

3.4.3.1 Temporal analogue scenarios

Tempora analogue scenarios come from one of two sources: the instrumenta record
(westher observations) or the paleoclimatic record. A mgor study of climate change
impacts in the United States, the Missouri-lowa-Kansas-Nebraska (MINK) study
(Rosenberg, 1993), used the instrumental record from the 1930s, a very dry and hot
period in the upper Midwest (approximately 1[]JC warmer than 1951-1980), as an
analogue for climate change. An advantage of using the instrumental record as the basis
for a climate change scenario isthat climate change data are available on a daily and
local scale (Condition 3), which isafiner temporal and spatia resolution than that
usualy provided or archived by GCMs.

Some researchers have suggested using warm periods from the paleoclimate record to
create scenarios of climate change (e.g., Shabalova and Kénnen, 1995). The advantage
of using paleoclimate data over instrumental data for climate change scenario
congtruction is that temperature differences in the distant past compared to current
climate tend to be greater than those within the instrumental record, and may therefore
be more consistent with potential changes in average global temperature over the next
century (Condition 1). However, collecting or collating the relevant paleoclimate data
for the required region may be a costly and time-consuming exercise.

The mgjor disadvantage of using temporal analogue climates for climate change sce-
nariosis that the changes in past climates were unlikely to have been caused by
increased greenhouse gas concentrations. It is more likely that these changes were
caused, for example, by changesin the Earth’s rotation around the sun. The reasons for
the warming in the 1930s are uncertain. Thus, these scenarios are not based on
human-induced increases in greenhouse gas concentrations (Condition 1). A potential

The more meteorological variables being used in a scenario, the more care is needed when
relying on synthetic scenarios. Arbitrarily assigning values to many variables risks
selecting a set of outcomes that is not physically plausible. Climate models may be more
attractive to examine larger sets of climate variables.
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disadvantage of analogue scenarios based on instrumental records is that complete
instrumental records for the period in question may not exist in many countries. A
further disadvantage of paleoclimate scenarios isthat data are generally available only
for seasonal changes in temperature and precipitation. In addition, paleoclimate data are
not available in many locations, particularly in tropical areas. Furthermore, temporal
analogue scenarios (except those from millions of years ago, which have very low
resolution of data) tend to be at the low end or even below the range of potential future
climate warming, thus violating Condition 4.°

3.4.3.2 Spatial analogue scenarios

Some studies used other regions with warmer climates than the area of study as a
gpatial analogue of climate change. For example, Parry et d. (1988) used Scotland asa
gpatial analogue for the potentia future climate in Iceland and Kunkel et al (1998)
transposed warmer climates from south and south-west of the Great Lakes over the
Great Lakes to investigate changes in runoff and lake thermal structure. An advantage
of spatial analoguesis that they can be used to examine how socia and natural systems
have adapted to different climates (Parry et a., 1988; Mendelsohn et a., 1994). Such
scenarios can be particularly helpful in examining the potential for adaptation to
minimise adverse effects of climate change. They also provide an often graphic means
of communicating the broad significance of climate change to the public. Spatial
analogues can a so introduce changesin spatial and temporal variability (Kunkel et d.,
1998). The disadvantage of spatial anaogue scenariosis that, because of geographical
and other differences, the future climate in the study areais unlikely to be the same as
the current climate in another location (Carter et a., 1994), even if the average annual
temperature may be similar. Thus, the level of detail available from an analogue site
may give afalse sense of precision and may violate Conditions 1, 2, and 4.
Furthermore, extensive continenta or globa climate data sets are necessary to search
for an analogue region, and such data sets may not be easy to obtain.

3.4.3.3 Final thoughts on analogue scenarios

Since temporal analogues of globa warming were not caused by anthropogenic emis-
sions of greenhouse gases and because spatial analogues are unlikely to be plausible
scenarios of future climate change, the climate change impacts assessment literature has
generaly recommended that these types of scenarios not be used (IPCC, 1990; Carter et
al., 1994). If they are used, they should be used only under two conditions. Thefirst is
that the limitations of this approach should be clearly explained, pointing out that
analogue scenarios may not be accurate representations of greenhouse gas induced
climate change. The second is that other approaches such as synthetic or GCM based

®  Scenarios with relatively low levels of temperature change can be useful in identifying

potential climate change impacts early in the next century.
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scenarios are a so used in the same study. Thiswill help ensure that a broader range of
climate changes is included in the scenarios.

3.4.4 Combinations of options

None of the above options fully satisfies al four scenario selection conditions. Sulzman
et al. (1995) therefore recommend using a combination of scenarios based on outputs
from GCMs and synthetic scenarios. They advocate using GCM-based scenarios
because they are the only ones explicitly based on changes in greenhouse gas con-
centrations. Synthetic scenarios complement GCM scenarios because they alow for a
wider range of potential climate change at the regiona level and are easier to construct
and apply. Harrison et al. (1995) aso use both GCM and synthetic scenarios in their
assessment of climate change and agriculture in Europe, arguing that synthetic
scenarios allow the sengitivity of the impact models (in their case crop models) to
climate change to be more clearly established than do GCM scenarios. GCM scenarios
were subsequently used in their study to determine a more plausible range of climate
change impacts.
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Table 3.3 Table of scenario construction methods and requirements® .

Scenario method  Assumptions Type of result® Limitations Required data Cost” Time Computing Required
demand demand analyst skill
Non-model based
Synthetic A sensitivity Typically, Climate will most  Need to obtain Zero Low Zero Low
scenario; result uniform climate likely not change  observed data (min
may be change across uniformly across 30 year)
implausible a region and regions and
seasons seasons
Analogue — Climate in Description of Topography is Extensive Low Low/medium PC Some
spatial another location mean M climate unimportant in continental or understanding
can serve as a shaping climate global climate data of climate
plausible scenario diagnostics
of future climate
Analogue — Historical or Description of Past warm Extensive historic High for Low for
temporal paleoclimate climate patterns  periods not climate data series  collecting historical
periods can serve and D or M caused by for the region paleoclimate  data, can be
as scenarios of variability human activities, concerned data; low for  high for
climate change e.g., greenhouse historical paleoclimate
gas emissions record data
Model-based
Simple climate Reduced-form Global-mean SCMs do not Combine with 30 Very low Low PC Low
models (SCMs) models can temperature give regional years observed
mimic the and sea-level variation data
behaviour of
GCMs
General The model 300-600 Grid boxes have = Maybe some data Low/medium  Medium PC or Modest
circulation simulates the kilometres for validation workstation




models (GCMs)° important climate  resolution; M or  low resolution purposes; combine (maybe large
processes well D data; mean with 30 years data storage
or time series observed data requirement)




Table 3.3 Table of scenario construction methods and requirements® (continued).

Scenario method  Assumptions Type of result® Limitations Required data Cost” Time Computing Required
demand demand analyst skill
Regional climate ~ The models have  25-100 RCMs use May be some data  Low/medium  Medium PC or Modest
models (RCMs)d higher resolution kilometres boundary for validation workstation
— existing than GCMs so resolution; M or  conditions from purposes; may (maybe large
they simulate the D data; mean GCMs, so may need to combine data storage
important climate  or time series not correct for with 30 years requirement)
processes well errors observed data
Regional climate  The models have  25-100 RCMs use Extensive data for Very high Very high High; Extensive
models (RCMs)* higher resolution kilometres boundary initialisation and workstation knowledge of
— new than GCMs so resolution; M or  conditions from validation; may or climate
they simulate the D data; mean GCMs, so may need to combine mainframe modelling
important climate  or time series not correct for with 30 years computer
processes well errors observed data
Empirical Use existing Site or Synoptic-scale Extensive D or M High, if data  High Substantial, Some
downscalingd relationships to catchment relationships are  series of synoptic to be PC or understanding
calculate small- specific time constant over and/or surface purchased workstation of climate
scale climate series; D or M time climate variables dynamics
data
Weather Weather can be Site or grid Extensive D High, if data  Medium/high PC Some
generators described as a specific time weather series for to be understanding
(WGs)d stochastic series; D data sites and/or grids purchased of the statistical
process properties of

weather series

D = daily data; M = monthly data.
Costs for obtaining observed data are generally low to medium.
It is assumed that people will use existing GCM results, and not run their own.
These methods must all be used in conjunction with GCM results.
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3.5 Issues in selecting and designing climate
change scenarios

A number of issues beyond the four conditions introduced in Section 3.3 should be
considered when selecting or designing climate change scenarios. Consideration of these
issues may affect the selection of a generic option from the alternatives described in the
previous section. Table 3.3 summarises some of the advantages and disadvantages of
these and other approaches.

3.5.1 Using GCMs for scenario construction

3.5.1.1 Equilibrium experiments

Climate change scenarios obtained from equilibrium GCM experiments describe an
average climate of the future. These scenarios assume an abrupt change in climate
conditions between “now” and many decades in the future, often when 2JCO, con-
centrations are reached. In many cases, observations in the baseline climate data set are
perturbed by adding to them, or multiplying them by, changes in monthly or annual
temperature and precipitation derived from the equilibrium GCM experiment (an
equilibrium scenario can aso include a change in interannual climate variability; see
Section 3.5.3). An example of where equilibrium climate change scenarios have been
used is provided in Section 3.6.1.

There are two distinct disadvantages of equilibrium scenarios, particularly those derived
from 2]JCO, experiments using GCMs. The first is that the equilibrium climate change
caused by CO, doubling will probably not be realised for many decades (Kattenberg et
al., 1996). Indeed, under some emissions scenarios such doubling may be delayed until
the twenty-second century, or may never occur (Wigley et a., 1996). These scenarios
would only be redlised well beyond the time horizon of most policy makers. The second
disadvantage isthat it is unlikely that atmospheric greenhouse gas concentrations will
ever remain at alevel congtant enough to enable an equilibrium climate to be reached.
Climate will always be adjusting to different forcing factors, and an equilibrium climate
will be the exception, not the norm. Indeed, if greenhouse gas emissions go unabated, it
is probable that atmospheric concentrations of greenhouse gases will eventualy
substantially exceed Z4]JCO, levels (Wigley et al., 1996).

3.5.1.2 Transient experiments

These two problems with equilibrium scenarios may be addressed by using results from
transient climate model experiments. Climate change scenarios derived from transient
experiments describe how climate may change over time. A transient scenario would
typically start with current (baseline) climate and estimate year-by-year changesin
climate for up to 100 years into the future. Again, observationsin the basdline climate
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data set are perturbed by adding to them, or multiplying them by, changes in monthly or
annual temperature and precipitation derived from the transient GCM experiment.
Under transient scenarios, the climate is never assumed to be in equilibrium with
greenhouse gas concentrations, and the possible climate for each year through the
twenty-first century is described. Transient scenarios can therefore be used to examine
the potential effects of climate change over time and potential impacts within shorter
planning horizons.

Transient scenarios also have some disadvantages, however. If results are taken from a
“cold start” transient experiment (see Section 3.4.1), then it is not redlistic to attach
specific calendar years to the model years because such experiments underestimate
climate change in the first decades of the experiment. Some adjustment techniqueis
necessary to make this conversion (see Section 3.5.1.3 for an example of such atech-
nigue). Also, it is harder to define the “true” greenhouse gas signal from atransient
climate change experiment than from an equilibrium experiment. This is because the
natural variability of climate is better smulated in atransient GCM, and this can
obscure the greenhouse gas signal for many decades (Santer et al., 1996; Mitchell et al.,
in press). Whether or not this isimportant for climate change scenario purposes
depends on whether it is desired that the scenario contain both natural variability and
greenhouse signal.

3.5.1.3 Attaching calendar years to GCM scenarios

An aternative approach to using the output from equilibrium or transient GCM expe-
riments directly in a climate change scenario involves using the results from experi-
ments performed with smple one-dimensional models, often called upwelling- diffusion
(UD) or smple climate models (SCMs). This approach involves three stages (Hulme et
al., 1995): defining the standardised pattern of change using a GCM experiment (i.e.,
regional changes in meteorological variables such as temperature and precipitation are
divided by the global warming of that model experiment yielding aratio); defining the
magnitude of global warming from an SCM; and then scaling the pattern by this global
warming value. An example of this approach to scenario construction is described in
Section 3.6.3 and Box 3.1. The example shows how the scenario tool SCENGEN can
be used to create scenarios for the middle of the twenty-first century.

The advantage of this linked-model approach to scenario construction isits versatility.
Any range of emissions scenarios can be entered into the SCM to yield arange of
global warming projections over the next 100 years or 0, thus satisfying Conditions 1
and 4. By sdlecting the required time horizon (e.g., 2050, or the average of the period
from 2030 to 2060), the transient global warming estimate or range of estimates can be
extracted. This global warming vaue is then used to scale the standardised pattern of
regional climate change that has been extracted from a GCM experiment (or number of
GCM experiments to satisfy Condition 4) to yield a derived transient scenario of
climate change for a given year or period. This scenario can then be added to the
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baseline climatology, ensuring that the global warming value has been calculated from
the correct baseline (e.g., 1951-1980 or 1961-1990).

Box 3.1 Using SCENGEN to construct climate change scenarios for
Estonia.

SCENGEN was used to construct climate scenarios for Estonia for the UNEP country
vulnerability study. The SCENGEN CD-ROM was prepared by the Climatic Research Unit at
the University of East Anglia, United Kingdom, and requires a Pentium PC running Windows
95. The version of SCENGEN used contained results from a set of 14 GCMs and the one-
dimensional integrated simple climate model MAGICC, which consists of a carbon cycle and
other greenhouse gas modules, an UD climate module, and ice melt modules.

Estonia is situated between 57°30'N and 59°40'N and between 21°46’E and 28°13'E. The 25°

meridian divides the country into two nearly equal parts that fall into different 507 5° grid
boxes. Since the area of Estonia is only 45,215 square kilometres, climate change scenarios
were considered to be uniform over the whole country. They were obtained by averaging the
SCENGEN estimates of the two grid boxes. When necessary, linear interpolation was used for
spatial downscaling.

For hydrological and agricultural modelling, knowledge of the annual cycle of meteorological
elements is essential, so all climate scenarios were constructed with a monthly resolution.
From the eight meteorological elements offered by SCENGEN, mean temperature and
precipitation changes were chosen. All changes were given for 2085-2115 (i.e., 2100) with
respect to 1961-1990. For some scenario users, shorter time horizons (e.g., with a resolution
of 10 years) were also made available.

Once time horizons and spatial-temporal resolution are decided, SCENGEN offers the user
three choices: Which emissions scenario? Which MAGICC model parameters? Which GCMs?
The first two choices together determine the global warming projections. Although a variety of
emissions scenarios with some measures of environmental regulation are available, only three
IPCC scenarios were used: I1S92c as a low emissions scenario, 1S92a as a central scenario,
and 1S92e as a high emissions scenario. MAGICC presents an uncertainty range for the
following parameters: CO, emissions from land-use changes, indirect aerosol radiative
forcing, ocean upwelling rate, and climate sensitivity. By combining these ranges of input
parameters and the three emissions scenarios, a central estimate (2.1 K) and two extremes
(0.8 and 5.5 K) of global mean annual warming by 2100 with respect to 1961-1990 are
obtained. The extremes were rejected, however, and instead a minimum warming was
determined from a combination of low emissions (1S92c) and low climate sensitivity (1.5 K),
and maximum warming was determined using the high emissions scenario (IS92¢) and the
high climate sensitivity (4.5 K). Other MAGICC parameters were kept at their default values,
although only constant aerosol forcing was allowed. These emissions and parameter choices
gave a range of global warming of 0.9 to 4.7 K by 2100, a range that meets Condition 1. This
range differs from the 1.5 to 4.5 K range for the climate sensitivity because CO, doubling
occurs at different times for different emissions scenarios. MAGICC also gives a range of CO;
concentrations and sea-level rise estimates for these emissions and parameter choices and
these values were used directly in the regional climate change assessments.

The selection of the GCMs was made with the help of the histogram shown here and
considering the criteria for GCM selection discussed in Section 3.4.1. To construct the
histogram, the central global warming projection for 2050 was used (1S92a emissions and a
climate sensitivity of 2.5 K). As a result, two GCMs were selected: HADCM2, representing a
less warm and less wet scenario, and ECHAM3TR, representing a warmer and wetter scenario
for Estonia (Condition 4). The seasonal changes of mean temperature and precipitation in
Estonia by 2100 with respect to 1961-1990 are shown in the table.
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Most probable annual changes in Estonia by 2050 with respect to
1961-1990 according to 14 global climate models
16 *

14+

12 +

. & GCMs
o Best GCMs

Precipitation, %
[e0]
|
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Temperature, K

Changes in annual mean temperature and precipitation by 2036-2065 (i.e., 2050) with respect
to 1961-1990 for Estonia according to the 14 general circulation models used in SCENGEN.
The two selected GCMs are marked in red as the ‘best’ GCMs

Seasonal changes in mean temperature and precipitation for Estonia by 2100 with respect to
1961-1990 according to the selections chosen in SCENGEN.

Season Temperature change (K) Precipitation change (percent)
Minimum  Central Maximum Minimum Central Maximum
HADCM2
Winter 0.9 2.8 5.2 5 15 27
Spring 0.8 2.4 4.4 5 13 25
Summer 0.6 1.8 3.4 6 16 30
Autumn 0.9 2.4 4.5 5 14 26
ECHAMS3TR
Winter 1.9 5.2 9.8 12 35 65
Spring 1.3 3.8 7.0 14 39 73
Summer 0.9 2.6 4.9 2 6 12
Autumn 1.5 4.4 8.2 10 28 52

These scenarios show the climate of Estonia getting warmer and wetter. The warming is

greater than the global mean and strongest in winter and autumn. Little can be said about the
annual cycle of precipitation change, since there is little agreement between the seasonal
results of the two GCMs.

It should be noted that this version of SCENGEN does not take into account the cooling effect
of aerosols on regional climate. The projections in the table are therefore probably
overestimated, since Estonia is situated in a region where anthropogenic aerosol emissions,
and hence climatic effects, are likely to be significant.

This approach makes one or two assumptions about the nature of greenhouse-gas-
induced climate signals. It assumes that the pattern of anthropogenic climate change can
be adequately defined from a 10- or 30-year period of a GCM experiment, whether

3-19




UNEP/IVM Handbook

equilibrium or transient; and it then assumes that this pattern remains constant over
time (i.e., the magnitude is scaled by the global warming but the pattern is constant).

Thisis an assumption that is difficult to test and may violate Condition 2. Furthermore,
many transient experiments have not displayed a consistent pattern in change variables
such as precipitation. The pattern of precipitation and temperature often changes over
the transient smulation. In some cases the sign of precipitation change may change over
the simulation. On the other hand, the assumption has formed the basis for recent
climate change fingerprint detection studies, which have yielded evidence that
anthropogenic forcing of climate can be detected in the observations (Santer et al.,
1996). These issues of changing patterns over time have been explored by Mitchell et
al. (in press).

3.5.2 Which GCMs to select?

Many climate change experiments have been performed using GCMs. between 25 and
35 equilibrium experiments and about 10 transient experiments (see Gates et al., 1992;
Kattenberg et al., 1996). If a GCM-based scenario is to be constructed, selecting which
GCMsto use from this population of experiments may be difficult. In some cases the
choice may be limited by which GCMs have archived their resultsin an accessible and
public form and whether the required climate variables are included. But, assuming that
the user isin a position to choose from this population, which GCMs should be chosen?
A number of criteria can be used to make this decision.

3.5.2.1 Vintage

Results from GCM climate change experiments performed as long ago as 1983 are till
in circulation. It may be argued that owing to developments in the science and
modelling of climate change, only the most recent experiments should be used. But this
is an arbitrary criterion to apply, and does not adequately reflect the nature and
development history of different climate models.

3.5.2.2 Resolution

As climate models have devel oped, there has been a genera tendency toward increased
gpatial resolution. Some of the early GCMs operated at a resolution of 800 kilometres,
whereas some of the more recent GCMs are now operating at about 300 kilometres.
Although higher resolution GCMs yield results that contain more spatia detail, they are
not necessarily aways superior to the lower resolution versions. For example, in areas
of complex topography, such as mountainous areas like the Himalayas or the Andes, or
areas with large lakes, such as equatorial East Africa, even high resolution GCMs do
not adequately simulate regional climate patterns.
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3.5.2.3 Validity

A stronger argument than either vintage or resolution may be to select the GCM that
simulates the present climate of the study region most accurately, on the assumption
that this GCM would aso yield a more accurate representation of future regional
climate. This approach has been used in a number of scenario construction exercises,
e.g., Benioff et al. (1996); Box 3.2 describes how the Ethiopian country studies team
selected GCMs for their assessment of climate change impacts based on how well the
models simulate current climate patterns over Ethiopia. Note that the Ethiopians also
used model resolution as afactor in their selection. The control climate of a number of
GCMsis compared with the observed baseline climate — means, climatic spatial
patterns, monthly variability — and the GCMs that are closest to redity are then used
to generate the scenario. One convenient measure of similarity between two climates
(e.g., amaodel and an observed climate) is the spatial pattern correlation coefficient.

This provides an objective measure of how well a GCM can reproduce the regional or
global observed pattern of climate (e.g., Smith and Fitts, 1997). Note, however, that
this criterion does not guarantee that the GCMss selected will yield the most reliable
results.

3.5.2.4 Representativeness of results

A further criterion that can be used when selecting GCMs is to consider the represen-
tativeness of each GCM’sresults. Thus, for example, if three GCMs are to be selected
for a scenario construction exercise, one might choose a GCM that gives a magnitude
of change fairly typical of the population of GCM experiments, together with GCMs
that give results at the low and high end of the range of results (Box 3.1 describes how
the Estonian country studies team used SCENGEN to develop arange of climate
change scenarios). This may be particularly relevant when examining precipitation
changes, since the climate change patterns of this variable show the greatest differences
from model to model. Thus, a GCM that shows a drying pattern over the region,
together with ones that show little change and a wetting pattern, may be chosen delib-
erately to meet Condition 4. This combination of GCMs can be used even though the
selected GCMs may not necessarily be the “best” models. This approach to choosing
GCMs was adopted in the regional impacts assessment for southern Africa (Hulme et
al., 1996). Here, the “core” scenario was based on the GCM that, out of the sample of
11 GCMs examined, correlated best with the observed climate (i.e., using the vaidity
criterion), and two other GCM s were chosen to capture the extreme range of regional
precipitation changes smulated by the 11 experiments (i.e., using the representativeness
criterion).
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Box 3.2 Climate change scenarios for Ethiopia.

Ethiopia participated in the U.S. Country Studies Program (Dixon et al., 1996) and conducted
a study on vulnerability and adaptation of agriculture, water resources, and forests. Five GCM
models were examined for use in the study: Canadian Climate Centre Model (CCCM,; Boer et al.,
1992); Geophysical Fluid Dynamics Laboratory R-30 model (GFDL-R30; Wetherald and Manabe,
1988); Geophysical Fluid Dynamics Laboratory’s transient model (GFDL-transient; Stouffer et al.,
1989); United Kingdom Meteorological Office (UK89; Mitchell et al., 1989); and Goddard
Institute for Space Since (GISS; Hansen et al., 1983). The baseline climate was developed
using 1961-1990 climate data. The climate variability study used computing averages,
standard deviation, moving averages and identification of dry and wet years for rainfall, and
averages and moving averages for temperature.

Evaluating and Creating the GCM Scenarios

GCM output was evaluated on a seasonal basis. The 1961-1990 climatological data from
selected stations were organised to develop climatological maps in compatible units of
measurement. For example, a rainfall baseline map was prepared in mm/day. The evaluation
involved comparison of the current model simulation with the observations to test performances.
GCM outputs provided by the NCAR were analysed in a 0-20[JN and 30-50[ |E window. Models that
better reflect the observed climate were then selected by adopting the following criteria.

Comparison of results of current simulation with average climate (temperature and rainfall). Grads
software (Doty, 1992) was used to produce 1xCO, GCM output maps for the region being
studied. Observed data and 1xCO; outputs from the GCMs were compared based on the
location, the magnitude (how significantly the GCM under or overestimates climate), and the
numbers of maxima and minima. The gradient and how accurately the model simulates the
marginal areas (the boundary between the lowlands and the highlands) were also examined.

Model resolution. Most models have low resolution, do not parameterise the physiographic nature of
different places well, and use a generalised topography. Since Ethiopia has different types of terrain,
the low resolution models give exaggerated estimates.

Trend match. In addition, validation was done on a station-by-station basis. Interpolated GCM
outputs were used for selected stations. GCM outputs were compared to actual climate data.
Trends and the trend match between the two results were studied (see figure).

Validation assessment was done for Kiremt (June-September), Belg (February-May), and Bega
(October-January) on a seasonal basis.

General Observations:

All models simulated only one rainfall maximum for the country whereas the actual shows three
to four high rainfall pocket area.

None of the models could discriminate between the lowlands and the adjoining highlands. This
may be because of the inherent problem of the models using smoothed topography.

All models were weak in identifying the high rainfall zone in the eastern highlands and
overestimated the rainfall of the northern Rift Valley.

All models overestimated the rainfall over the north-western and south-eastern lowlands,
particularly for the Belg season.

Most models could not discriminate the temperature gradient between the lowlands and the
adjoining highlands.
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Most models underestimated the simulations of the northern Rift Valley and the south-eastern
lowlands.

All model simulations show increasing temperature trends from the central highlands toward the
east.

Comparison of Observed and GCM Estimates of Current Climate Rainfall and
Temperature for Addis Ababa
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Conclusions

One transient and two equilibrium GCM models that best simulate the mean climate were selected:
CCCM, GFDL-1989, and GFDL-transient. UK89 and GISS were not used.

In developing scenarios, the Gridpti program (developed by NCAR; interpolates between the
four nearest grid points in a GCM to develop an estimate for a specific location, and grid
points are weighted based on the inverse of distance) was used to extract temperature
differences and rainfall ratios from the GCMs selected for all stations. Equilibrium GCM
scenarios were then prepared by combining the difference between 2xCO;, and 1xCO, and
observed data for temperature, and by combining the ratios of 2xCO, to 1xCO, and observed
data for rainfall. Transient GCM scenarios were also developed by combining the decadal
differences with the observed data for both rainfall and temperature. Synthetic (incremental)
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scenarios were developed by assuming 2[]C and 4[]C increases to the observed mean for
temperature and by adding -20, -10, 0, +10, and +20 percent changes to the observed mean
for rainfall.

3.5.3 Changes in mean versus changes in variability

Mogt studies of potential climate change impacts have assumed changesin average
climate conditions, but not in climate variability. These scenarios assume that only
average annual or average monthly variables, such as temperature and precipitation,
change. Each day within a month or year is assumed to have the same absol ute change
in temperature and the same percentage change in precipitation. Thus, the pattern of
daily climate and the interannual variability of climate stays approximately the same.

These scenarios are commonly used for two main reasons. First, there is uncertainty
about how climate change will affect the temporal variability of climate. Perhaps the
biggest source of interannual climate variability in the tropics and elsewhereis the El
Nifio/Southern Oscillation (ENSO) phenomenon. It is still unclear whether ENSO
events will change character in response to climate change (e.g., see Trenberth and
Hoar, 1996). Elsawhere, there are some advances in the scientific understanding about
changesin climate variability (see Kattenberg et a., 1996). Second, changesin average
climate only are used in a scenario since they are relatively easy to apply (e.g., Benioff
et a., 1996). The average temperature change for a particular month is added to all the
observed temperatures in that month in the climate baseline, and the change in
precipitation (e.g., 1.1 for a 10 percent increase) is multiplied by the days with observed
precipitation.

Although hard to specify, it ismost likely that climate variability will change as a
response to greenhouse gas forcing. For example, Whetton et a. (1993) examined a
number of GCM experiments and found that precipitation intensity and flooding
increased over most of Australia; Hulme et al. (1996), in their scenario for southern
Africa, included changes in interannual rainfall variability. Changesin climate varia-
bility can have a more dramatic effect on many agriculture and water resource systems
than changes in the mean aone. Mearns et a. (1996), for example, found that wheat
yieldsin the Great Plains of the United States are very sensitive to changesin interdaily
temperature and precipitation variability. Idealy, therefore, climate change impacts
studies should consider changes in both interannual and interdaily variability.

One way in which changes in daily climate variability can be incorporated into a
scenario is through the use of awesther generator (e.g., Wilks, 1992). A wesather
generator is calibrated on the baseline climate data. The parameters of the generator,
including the variability parameter, are then atered in away that is consistent with the
climate scenario, whether it is derived from GCMs or from analogue or synthetic
sources. Using the new, altered, parameters, a new sequence of daily scenario weather
is created in which the daily variability of climate is now changed. This approach has
been followed in a number of studies, including Semenov and Barrow (1997) in their
assessment of climate change impacts on European agriculture. Weather generators
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require large historica daily weather data sets, which may be difficult to acquire, and
constructing scenarios using them can be quite time consuming.

One aspect of climate variability that weather generators cannot yet capture is changes
in the interannual or interdecadal variability of climate. These low frequency aspects of
climate are not well smulated by stochastic generators, and therefore changesin these
frequencies are difficult to incorporate into climate scenarios. Mearns et al. (1992)
examined the effect of changes in monthly variability on crop yieldsin Kansas. They
modified interannual variability of a historical record (1951- 1980) of monthly
temperature and precipitation and developed a monthly time series with double,
quadruple, one-haf, and one-quarter the observed interannual variance. Daily changes
in precipitation were adjusted to be consistent with the monthly changes.

3.5.4 Spatial variability

There are anumber of options for manipulating the spatial variability of a climate
change scenario. Some scenarios contain only a uniform change in climate over an area.
For example, Mendelsohn and Neumann (in press) used a synthetic scenario and
assumed a uniform change in temperature and precipitation over the United States.
Other studies use the regional changes in climate defined by GCM grid boxes, each of
which may be between 250 and 600 kilometres. Because of the lack of precision about
regional climatesin a GCM, Von Storch et al. (1993) advocate that in general the
minimum effective spatia resolution should be defined by at least four GCM grid
boxes. The skill of GCM simulations for an individual grid box will depend, however,
on the spatial autocorrelation of the particular weather variable. Smith and Tirpak
(1989) assumed uniform changes within each GCM grid box, whereas Smith et a.
(1992) interpolated between the four nearest GCM grid points down to 0.5 latitude/
longitude (about 50 kilometres) pixels. This latter technique is the simplest form of
downscaling from a GCM resolution to the sort of spatia resolution more commonly
used in impacts studies.™

3.5.4.1 Downscaling

0" Smith et al., (1992) interpolated on the basis of linear averaging by the inverse of
distances between the specific point and the GCM grid points. The basic formula for
temperature is

i
a 1(i/Dj)

XTI

ilx 1

Qo—.

(VD)

where

D; is the distance from the site to grid point i, and
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More sophisticated downscaling techniques cal culate subgrid box scale changesin
climate as afunction of larger-scale climate or circulation statistics. The two main
approaches to downscaling have used either regression relationships between large- area
and site-specific climates (e.g., Wigley et a., 1990) or relationships between
atmospheric circulation types and local weather (e.g., Von Storch et a., 1993). When
applied to daily GCM data, these techniques offer the prospect of generating daily
climate change scenarios for specific sites or catchments and therefore meet Condition 3
for a climate change scenario. The disadvantage of downscaling approaches is that they
require large amounts of observed data to calibrate the statistical relationships and can
be computationally very intensive. Such methods are also very time consuming since
unique relationships need to be derived for each site or region. Downscaling methods
are aso based on the fundamental assumption that the observed statistical relationships
will continue to be valid in the future under conditions of climate change. This
assumption may violate Condition 2 for a climate change scenario.

3.5.4.2 Regional models

Downscaling techniques are statistical methods for generating greater spatial variability
in a climate change scenario. An aternative approach involves the use of high
resolution regiona climate models (RCMs; dso called limited area models, LAMS).
Regional climate models are typically constructed at a much finer resolution than
GCMs (often 50 kilometres), but their domain is limited to continents or subcontinents.
Although RCMsyield greater spatial detail about climate, they are still constrained at
their boundaries by the coarse-scale output from GCMs. To an extent, therefore, the
performance of an RCM can only be as good as that of the driving GCM. A number of
RCM climate change experiments have now been performed over North America (e.g.,
Giorgi et a., 1994; Mearns et a., 1997), Europe (e.g., Jones et al., 1995), Austraia
(Walsh and McGregor, 1997), and parts of Asia (e.g., India; Bhaskaran et al., 1996),
but their performance in relation to downscaling techniques has not yet been fully
evaluated. The costs of establishing aregiona climate model for a new region and
running a climate change experiment are extremely high, both computationaly and in
terms of human resources. For the moment, it remains premature for regional model
output to be used extensively in climate impacts assessments, at least for most regions.

3.5.5 Simulations of greenhouse gas forcing alone and in
combination with other factors

Until the last few years, GCMs did not consider the regional effects of sulphate aerosols
in their smulations of future climate. They modelled only the effect of increased
greenhouse gas concentrations on global and regiona climate. It has now become
evident that aerosols from fossil fuel consumption and from biomass burning can have a

T; 1x iSthe 1XCO, value for the temperature at grid point i.
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significant cooling effect in some regions of the world (Charlson et a., 1992; Taylor
and Penner, 1994).

A small humber of climate change experiments have attempted to simulate the com-
bined effect of greenhouse gas increases and aerosol changes on global climate. For
example, Mitchell and Johns (1997) found that some regional climate changes, both
temperature and precipitation, are considerably different when aerosol effects are
included. Thisis an important new development in our understanding of climate change,
but the full implications of this for climate change scenario construction have not yet
been worked through.

Model experiments that incorporate other significant forcing factors such as aerosols
are likely to yield more plausible scenarios of climate change. Model development is
likely to lead to further refinements in the smulation of future climate change, such as
including the effects on climate of stratospheric ozone depletion or by treating each
greenhouse gas separately rather than as CO, equivalents, which has been the case until
now. The first such GCM experiments will be completed during 1998.

3.5.6 Consistency in scenarios of CO; concentrations,
change in climate, and sea level rise

One of the conditions for selecting a climate change scenario is that it be internaly
consistent. This concerns not only the relationships between climate variables, but also
the relationships between other important scenario variables such as sea level rise and
amospheric CO, concentration. Ideally, a climate change scenario should also include
estimates of changes in these two variables since they are likely to have important
environmental impacts (e.g., on coastal regions and on vegetation).

Atmospheric CO, concentration is one of the drivers of climate change. A climate
change scenario will therefore have assumed, either implicitly or explicitly, a CO;
concentration. Synthetic scenarios of CO, concentration can be created (e.g., 600
ppmv), but it can be difficult to make the CO, concentration consistent with the syn-
thetic climate and sealevel changes. If a GCM-based scenario is being used, thereis
usualy an explicit assumption of the CO, concentration. For example, in an equilibrium
experiment, the CO, concentration usually doubles from, say, 300 ppmv to 600 ppmv,
or in atransient experiment, the concentration may increase by 1 percent per year. In
GCM experiments, however, these are strictly speaking equivalent-CO, concentrations
(i.e., the combined forcing effect of al greenhouse gases); the actual CO, concentration
will be less than that stated. Many studies make the mistake of assuming that actual
doubling of CO, concentrations and (equivalent) doubled CO, climate are the same.

Since sea level riseis predominantly aresult of global warming, the scenario of sea
level rise should be consistent with the scenario of global climate change. Warrick et al.
(1996) predicts that eustatic sealevel (i.e., without considering subsidence or uplift of
regional shorelines) will rise by between 15 and 95 cm by 2100. Thisrange of valuesis
based on the same greenhouse gas and aerosol emissions scenarios used by the IPCC to
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estimate changesin global average temperatures (Warrick et a., 1996). Impacts
researchers should be careful to ensure that scenarios of sealevel rise are consistent
with their scenarios of climate change.

One way of ensuring such consistency between CO, concentration, climate change, and
sealevd risein ascenario isto use a simple integrated climate model (Hulme et al.,
1995). Thistype of model, widely used by the IPCC (IPCC, 1997), typically comprises
aUD climate model (see Section 3.5.1.3) together with a carbon cycle model and ice
melt models. Such amodd allows an emissions scenario to be defined by the user and
then calculates, using reduced-form physical models of the climate system, the resulting
CO; concentration, global warming, and global sealevel rise for each year from 1990
to 2100. These estimates are fully consistent with each other and can subsequently form
the basis for a GCM-based scenario. An example of this approach to scenario
congtruction is described in Section 3.6.3 and Box 3.1. Alternatively, one could base the
CO; concentrations, climate change, and sea level rise scenarios on a single integrated
source such as Houghton et al. (1996).

3.6 Example approaches to scenario construction

In this section we summarise the approach taken to climate change scenario construc-
tion by three high profile impacts research activities, the U.S. Country Studies Pro-
gram, Working Group |1 of the IPCC, and the various international impacts studiesin
which the Climatic Research Unit at the University of East Anglia have been involved.

3.6.1 US Country Studies Program

The US Country Studies Program (USCSP) provided financial and technical assistance
to 55 countries studying greenhouse gas emissions, mitigation of greenhouse gases, and
impacts and adaptation to climate change (Benioff et a., 1996). The USCSP suggested
specific approaches for ng impacts and adaptation. For the use of GCMsin
constructing climate change scenarios, the following steps were suggested (Box 3.2;
Smith and Pitts, 1997):

obtain the 1] JCO, results from the sample of GCM experiments held at the National
Center for Atmospheric Research (e-mail address: datahel p@ucar.edu; home page
address: http://www.scd.ucar.edu/dss/);

compare the GCM results with the observed regiona climate;
select the three (or more) GCM s that best reproduce observed climate;

define the regiona patterns of change from these GCM experiments as the
difference or ratio between the 24 JCO, and 1[JCO, simulations;
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combine these changes with a 30-year baseline climate data set (1951-1980 or
1961-1990);

follow a simple interpolation procedure (based on the inverse of distance) to
downscale the GCM resultsto individual sites using results from up to four GCM
grid boxes.

Synthetic scenarios were also recommended to complement the GCM scenarios. The
suggested synthetic scenarios combined changes in mean temperature of 2 ]|C, 4[]C, and
6] ]C with changes in precipitation of []10 percent, []20 percent, and no change. Thus,
up to 15 synthetic scenarios could be applied to the baseline climate data set.

These USCSP scenario recommendations adequately addressed Condition 2 (the GCM
scenarios were physically consistent); Condition 3 (GCM outputs for temperature,
precipitation, and solar radiation were provided, and combining the outputs with the
baseline climate data provided high spatial and temporal resolution sufficient for
impacts models); and Condition 4 (three GCMs captured part of the range of potential
changes and the synthetic scenarios captured the rest). The recommendations also
suggested that particular applications might require the use of weather generators or
more sophisticated downscaling methods. Most of the GCM scenarios were equilibrium
(4 ]CO,) scenarios, and under some emissions scenarios would not be realised during
the twenty-first century. Some of the GCMs provided information that is consistent
with Condition 1. In some regions (e.g., low latitude), some of the synthetic scenarios
(e.g., high temperature changes) may violate Condition 1.

3.6.2 IPCC Working Group Il

As part of the IPCC Second Scientific Assessment in 1995, the Technical Services Unit
of IPCC Working Group Il commissioned a set of climate change scenarios for use by
the 31 Working Group |1 writing teams. The purpose of these scenarios was to provide
acommon set of climate data to be used by these authorsin their assessment of climate
change impacts (Greco et al., 1994)."

The scenarios were GCM-based and made use of results from three transent GCM
experiments. those performed at Geophysical Fluid Dynamics Laboratory (GFDL) in
Princeton, New Jersey, USA; the Max Plank Institute (MPI) in Hamburg, Germany;
and the Hadley Centre at the UK Meteorologica Office (UKMO). The baseline period
chosen was 1961-1990, and global maps of mean temperature and precipitation for this
period were generated. Two time horizons were chosen for the scenarios: 2020 and

1 For the Third Assessment Report of the IPCC, due in 2001, a climate scenario and related
information data centre has been established to provide a common set of scenario
information for impacts assessors. This Data Distribution Centre (DDC) is based jointly at
UEA, Norwich, UK and at DKRZ, Hamburg, Germany. A web site with full information
can be found at http://ipcc-ddc.cru.uea.ac.uk/.
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2050. To overcome the “ cold-start” problem of the GCM experiments and because the
transient GCM experiments used different forcing scenarios, the GCM results were
related to 2020 and 2050 in the following way. A simple UD climate model was used to
smulate global warming from 1990 to 2100 assuming the 1S92a emissions scenario
(Leggett et al., 1992). Thisyielded global warmings of 0.53]C and 1.16[|C by 2020
and 2050, respectively. The GCM results were then searched to find the decadesin
which these increments of globa warming occurred in each experiment, and the three
GCM patterns of climate change for these respective decades were extracted.

The WG |1 scenarios were consistent with the broad range of IPCC global warming
projections and the patterns of change were physicaly consistent, being derived from
GCMs (Conditions 1 and 2 were met). No downscaling techniques or weather genera
tors were applied to the scenarios; the results were presented at the origind GCM
resolution. Only changes in mean temperature and precipitation were extracted, and no
variability changes were defined, only changes in mean climate. Condition 3 was not
therefore satisfactorily addressed. For this reason the scenario may be regarded as only
an “entry-level” scenario. By selecting patterns from three different GCM experiments,
some attention was paid to Condition 4, but the range of the WG Il scenario changes
probably did not reflect the full potentia range of regional changes.

3.6.3 Scaling: A scenario generator from the Climatic
Research Unit and COSMIC

The Climatic Research Unit at the University of East Anglia has developed a climate
change scenario generator that runs on a desktop PC. This approach to scenario con-
struction has been used in alarge number of impacts assessments around the world.
The software tool is called SCENGEN and is briefly summarised here (see a'so Hulme
et a., 1995; SCENGEN).

SCENGEN allows users to generate global and regional scenarios of climate change
based on GCM results of their own choosing. Options exist to select scenarios based
either on single GCMs or on groups of GCMs,* and the scenarios may be presented
simply as change fields for a given globa warming or given period, or added to a
baseline climatology. As a stand-alone module, SCENGEN is driven by built-in global
warming projections derived from two greenhouse gas emissions scenarios. SCENGEN
has been designed, however, to be used in conjunction with a UD climate model that
contains afull set of climate and sealevel models. SCENGEN therefore also generates
estimates of future CO, concentration and sea leve rise. When linked in this way,
SCENGEN offers the user complete flexibility about the choice of emissions scenario, a

12 Combining GCMs averages the regional results of more than one model. It is not

necessarily clear that an average of several GCMsis more reliable than asingle GCM. An
argument can be made that averaging GCMs voids the internal consistency within
individual models (Condition 2). Note that SCENGEN does not advocate averaging of
GCMs.

3-30



Climate Change Scenarios

range of global warming projections, and a choice about the origin of the global or
regional climate change scenario generated. See Box 3.1 for an example of such a
scenario developed for Estonia.

SCENGEN displays scenarios at two spatial scales: aglobal resolution of 5] latitude/
longitude and, for a series of predefined regiona windows, 0.5 ] latitude/longitude
resolution. At the global scale, change fields of mean monthly, seasonal, and annual
precipitation, mean surface air temperature, and mean cloudiness can be displayed at a
5 ] latitude/longitude resolution. These change fields can be superimposed onto a global
baseline climatology to generate “actua” climatologies for future periods. Scenarios for
the four regional windows are generated at a 0.5 ] | atitude/longitude resolution using
new 1961-1990 baseline climatologies constructed specifically for SCENGEN. Options
are identical to those for the global scenarios above, except that a wider range of
climate variables can be selected.

SCENGEN meets Conditions 1, 2, and 4 of the climate change scenario construction
conditions, but only partially meets Condition 3. It is not clear, however, whether
regional climate variables will change in constant proportion with average globa
changes in temperature. This approach can also be described as providing only
entry-level scenarios. The use of downscaling techniques and weather generators would
make SCENGEN more useful for many impact analyses.

In addition, the University of Illinois at Urbana-Champaign and the Electric Power
Research Institute developed a scenario generator that runs on a desk top PC, called the
Country Specific Modd for Intertempora Climate (COSMIC). It allows the user to
choose between 7 sulphate emissions scenarios, 10 greenhouse gas stabilisation
scenarios (based on the IPCC (Schimel et al., 1996) and the “WRE” stabilisation
scenarios (Wigley et a., 1996), outputs from 14 GCM maodels. The model uses a
energy-balance-climate/upwelling-diffusion-ocean modd to calculate changes in mean
global temperature and sealevel on an annual basis out to 2200. COSMIC scales the
GCM outputs to 0.5° cells and averages the changes in each 0.5° cell for each of 158
countries (Williams et al., in press). The scaling of the GCMs is done in the same
fashion as SCENGEN, although COSMIC scaes the difference in precipitation rather
than the ratio (Larry Williams, EPRI, personal communication, 1998). Results for
changes in temperature and precipitation are given for each month in up to the year
requested by the user.

3.7 Conclusions

Table 3.3 summarises the options for creating climate change scenarios, and sources of
GCM data, observed data, and climate models are given in Table 3.4. The options
range from the rather smple one of using synthetic scenarios to more complicated ones
of using analogue data or climate models. The choice should depend not only on the
resources that are available, but also on how quickly impacts researchers need the
scenarios. Whatever is done, the researchers selecting the scenarios should be sure to
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choose a set of plausible scenarios that reflect the range of potential climate change
congistent with increased greenhouse gas concentrations in the atmosphere and give the
climate data necessary to carry out the impacts assessments.

The art of creating climate change scenarios is an evolving one. With improvementsin
GCMs and new techniques such as downscaling, RCMs, COSMIC, and SCENGEN,
more sophisticated scenarios can be created. Nonetheless, there is fundamental
uncertainty about regional climate change. The magnitudes and even direction of
change of many important meteorological variables are uncertain. And there is even
greater uncertainty about changesin variability and extreme events — changes that
may be critical for climate impacts assessment. Users of this handbook should always
remember that climate change scenarios do not yield predictions of the future, they only
help us to understand the potentia implications of climate change and the vulnerability
of human and natural systems to this change.

Table 3.4 Sources of scenario information.

GCM Data

IPCC Data Distribution Web: http://ipcc-ddc.cru.uea.ac.uk/

Centre Dr. Mike Hulme
Climatic Research Unit, University of East Anglia
Norwich NR4 7TJ UK
Tel: 44-1603-593162, Fax: 44-1603-507784
e-mail: m.hulme@uea.ac.uk

Dr. Michael Lautenschlager

Deutsches Klimarechenzentrum (DKRZ)

55 Bundestrasse, Hamburg, Germany

Tel: 49-404-1173297; Fax: 49-404-1173400
e-mail: lautenschlager@dkrz.de

Hadley Centre model data Climate Impacts LINK Project
Climatic Research Unit
University of East Anglia
Norwich NR4 7TJ
Web: http://www.cru.uea.ac.uk/link
Tel: +44 1603 592089; fax: +44 1603 507784
email: d.viner@uea.ac.uk

Assorted GCM data Roy Jenne/Dennis Joseph
National Center for Atmospheric Research (NCAR)
Data Support Section/SCD
PO Box 3000
Boulder, Colorado 80307-3000 USA
Tel: 1-303-497-1215; fax: 1-303-497-1298
email: jenne@ucar.edu
Web: http://www.scd.ucar.edu/dss/pub/index.html (see
“Country Studies”)

MECCA model data Charles Hakkarinen
Manager, Atmospheric Sciences Environment Group
Electric Power Research Institute
3412 Hillview Avenue
Palo Alto, CA 94304-1344 USA
Web: http://www.epri.com/ME2CA/about the CD.html
Tel: 1-415-855-2592; fax: 1-415-855-1069
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CSIRO model data Roger Jones
CSIRO Division of Atmospheric Research
Private Bag No. 1
ASPENDALE VIC 3195
Australia
Web: http://www.dar.csiro.au/pub/programs/climod/cml.htm
Tel: +61 3 9239 4555; fax: +61 3 9239 4444
email: roger.jones@dar.csiro.au
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Table 3.4 Sources of Scenario Information (continued).

GCM Data (continued)

ECHAM Model Data Deutsches Klimarechenzentrum GmbH
BundesstralRe 55
D-20146 Hamburg
Germany
Web: http://www.dkrz.de/forschung/forschung.eng.html
Tel: +49 40 41173 - 275; fax: +49 40 41173 - 400

Weather generators

LARS weather generator Micha Semenov
IACR Long Ashton Research Station
Department of Agricultural Sciences
University of Bristol
Long Ashton, Bristol BS18 9AF, UK
Web: http://www.lars.bbsrc.ac.uk/model/larswg.html
Tel: +44 1275 392 181, fax: +44 1275 394 007
email: mikhail.semenov@bbsrc.ac.uk

Richardson WG Clarence Richardson
Grassland Soil and Water Research Laboratory
808 E. Blackland Road
Temple, Texas 76502, USA
Tel: 817-770-6500; fax: 817-770-6561
email: richards@brcsunO.tamu.edu

Observed global climate data

NCAR Roy Jenne/Dennis Joseph
National Center for Atmospheric Research
Observed daily data can be obtained by contacting Roy Jenne
or Dennis Joseph at the address listed above for “Assorted
GCM Data” or through e-mail:
Email: jenne@ncar.ucar.edu
Email: joseph@ncar.ucar.edu

GHCN/CDIAC GHCN v2 temp consists of monthly means of daily maximum,
minimum, and/or mean temperature from 7,280 land surface
weather stations. The earliest record is from 1701 and the
latest record is from a few months ago. This release includes a
wide variety of station metadata such as population and
vegetation indicators. It may be obtained free of charge through
anonymous ftp. See http://www.ncdc.noaa.gov/ghcn.html for
details. GHCN is produced by the National Climatic Data
Center/NOAA, the Office of Climatology Arizona State
University, and the Carbon Dioxide Information Analysis
Center/ORNL/DOE.

Climatic Research Unit Mark New
Climatic Research Unit
University of East Anglia
Norwich NR4 7TJ
Web: http://www.cru.uea.ac.uk/~markn/carbon/ncrc.htm
Tel: +44 1603 592702; fax: +44 1603 507784
email: m.new@uea.ac.uk

Simple climate models

MAGICC Mike Hulme
Climatic Research Unit
University of East Anglia
Norwich NR4 7TJ
Web: http://www.cru.uea.ac.uk/~mikeh/software/magicc.htm
Tel: +44 1603 593162; fax: +44 1603 507784
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4.1 What is integrated assessment of climate
change impacts?

Exigting studies of the impact of climate change typically look at a certain systemin a
certain place in isolation from other systems and other places. This handbook addresses
adifferent approach. It tries to include the interactions between the diversity of impacts
of climate change, and to place these impacts in the context of other changes. This
approach is known as integrated assessment (1A), and the associated models are known
as integrated assessment models (IAMS). This chapter provides guidance on conducting
an integrated assessment of the impacts of climate change and adaptation to climate
change.

Unlinked parallel studies may generate important information on the impacts of climate
change. However, such studies may well lead to inconsistencies. For example, water is
used by nature, agriculture, industry, and households. A study of the impact of climate
change on agriculture aone, keeping the water usage of other sectors constant, may
thus overestimate the supply of irrigation water. Land is another resource shared by

1 sustainable Development Research Institute, University of British Columbia, Vancouver,

Canada.

2 Institute for Environmental Studies, Vrije Universiteit, Amsterdam, The Netherlands.
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many sectors and systems. Further interactions can take place through national and
international markets for commoadities and capital. Changesin crop yields can be
mitigated or exacerbated, depending on changes in market prices determined by yields
elsewhere and yields of competing crops. An integrated impact study analyses the key
interactions within and between sectors of a particular exposure unit, and between this
unit and the outside world. One aim of an integrated impact study is to generate a
comprehensive assessment of the totality of impacts, which is greater than the sum of
the separate sectoral impacts.

A second purpose of integrated impact research is to enable researchers to place climate
change impacts in a broader context such as natural resource management,
sustainability of ecosystems, or economic development, and to consider the associated
broader questions. Chapter 2, on socio-economic scenarios, provides a broad palette of
examples of how changes in population, economy, technology, et cetera, would affect
vulnerability to climate change. Similarly, Chapter 5 provides ample casesin which
adaptation to climate change interacts with other aims and strategies of decision makers
a al levels, from local farmers to national governments.

IA is more ambitious than separate sectora studies, and consequently is more difficult
to achieve. One reason is that additional demands are placed on component studies.
Another reason is insufficient knowledge of interactions. A third reason isthat 1A is at
least multi-disciplinary but in most cases interdisciplinary. Furthermore, A amost
always requires co-operation, and often between types of people who are not used to co-
operating with one another. These difficulties grow faster than the ambitions of the IA.
Whilst ensuring consistency in water use between agricultural and industrial impact
studiesisrelatively easy (athough seldom done in practice), a study of the impact of
climate change on an entire river basin in the context of overall development is amajor
task.

The next section briefly reviews current practices in integrated assessment, highlighting
crucial elements of |A. Possible approachesto |A for climate change impact and
adaptation research are presented, and past applications of 1A to climate change impact
research are discussed.

4.2 Current practice in integrated assessment

Many researchers practice forms of integrated assessment of climate change, using
various modelling and non-modelling approaches (see Weyant et d., 1996; Rotmans
and Dowlatabadi, 1998; Tol and Velinga, forthcoming). Some researchers study the
practice of A (Parson, 1995, 1996, 1997; Shackley and Wynne, 1995; Toth, 1995). So
far, no single best method has been found, if there is any. Pragmatic approaches based
on common sense dominate the field. This chapter is therefore not a cookbook with
proven recipes, but a guide with ingredients and considerations to conduct an integrated
assessment of the impacts of climate change and the possibilities of adaptation.
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Linkages between climate-sensitive issues (e.g., water management, agriculture, for-
estry, fish and wildlife, infrastructure planning, and economic development) are com-
plex, so thereis aneed for multi-disciplinary collaboration in a holistic and pragmatic
manner that focuses on issues, not analytical tools. It is not an easy task, however,
because of scientific uncertainties and the inherent difficulty of accurately describing
the various complexities behind any decision made by governments and other actors.
There is an opportunity, however, to develop and communicate a broader appreciation
of how climate change could affect a place or a sector.

Most of what is known as integrated assessment (modelling) is about trying to find a
proper trade-off between the impacts of climate change and the impacts of greenhouse
gas emission abatement. Thisis a different subject than what this chapter and this
handbook are about.

Some integrated assessments pay considerable attention to the impacts of climate
change (Edmonds et al., 1993, 1994; Alcamo, 1994; Jacoby and Zang, 1994; Rotmans
et a., 1994; Downing et al., 1995, 1996; Tol, 1996, 1997; Jacoby et al., 1997; Morita
et a., 1997; see Tol and Fankhauser, forthcoming, for an overview). These studies are
typically global. They often lack detail at regional and country levels. Models are not
validated against national data.® For application to country studies, results of these
models should therefore be interpreted with great care. Methodologies are not readily
applied either. Each of the above studies required a continuous effort measured in
years, with funding that is a multiple of atypical budget for an entire country study.

More use for national studies can be found in the results of existing sectoral IAMSs --
again, trying to “replicate” thisfor other sectors would require amagjor investment in
time and money. In sectoral IAMSs, al interactions within a particular sector are
represented in amodel. This method has been applied to agriculture (Kane et al., 1992;
Reilly et al., 1994; Rosenzweig and Parry, 1994; Darwin et a., 1995) and timber
(Perez-Garcia et a., 1995), while an effort at the University of Kassel, Germany, is
under way for water resources (J. Alcamo, Center for Environmental Systems Re-
search, University of Kassal, personal communication, 1997). For agriculture and
timber, models of agricultural productivity were coupled to models of nationa and
international trade, together driven by scenarios for climate, population, technology,
and economy. These studies provide some insights into national impacts. However, the
outcomes of these models can be used to provide an international context to a national
study. For instance, results of the Basic Linked System (BLS), the model used by
Rosenzweig and Parry (1994), can be used as “boundary conditions’ to amodel of the
national food market (e.g., world market prices, demand and supply on import and
export markets). This was done for England and Wales by Parry et a. (1996), for
Egypt by Strzepek et al. (1994, 1995, 1996; Y ates and Strzepek, 1996), and for India
by Kumar and Parikh (1997).

®  The one exception is the Asian-Pacific Integrated Model, or AIM (Moritaet al., 1997),
which is described in Section 4.4.5.
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IAMs can aso be developed for a particular region. An example isthe work by Parry et
al. (1996). It looks at changesin land use patterns in England and Wales. Alternative
applications compete for land. Each is differently affected by climatic change. Parry et
al. use simple rules to determine the trade-offs. Changing land use patterns emerge.
Another example is the work by Strzepek et al. (1994, 1996; Y ates and Strzepek,
1996). The flow of the Nile is used as the al-important integrator of natural and human
systemsin Egypt (see Section 4.4.2).

Integrated approaches are not restricted to building and applying integrated models. 1A
represents an attempt to evaluate impacts, costs, benefits, and response options for a
sector or place. The latter context should be of particular importance for country
studies. An A of aplace (e.g., acountry) could consistently bring together information
on al climate sensitive activities, enabling the analysts to examine possible indirect
effects of climate change. This would indicate the total effect of a scenario on the
country.

For example, the MINK study (Crosson and Rosenberg, 1993; Rosenberg, 1993) looks
at the implications of the drought in the 1930sin the US Corn Belt as a historical
analogue to climate change. This study combines models with historical reviews, adding
ambiguities and depth to a model-only study (see Section 4.4.1). The Mackenzie Basin
Impact Study (MBIS) from Northwest Canada (Cohen, 1997a,b,c) similarly combines
common analogue and GCM-based scenarios with sectoral and integrated models,
interviews, and workshops, the latter to capture in particular human adaptation and
characteristics of subsistence hunting and gathering (see Section 4.4.3).

4.3 Possible approaches to integrated impact
assessment

Integrated assessment can be done at different levels of ambition. At the very least, 1A
should be based on consistent data bases and scenarios (Section 4.3.2). A dightly more
ambitious | A would seek to avoid overlap and would try to establish consistency
between the analyses of the various sectors, systems, and regions affected by climate
change (Section 4.3.3). At the third level of ambition, models are linked so that im-
portant feedbacks are taken into consideration (Section 4.3.4). Before starting an 1A at
whichever level of ambition, a considerable amount of preparatory work needs to be
done (Section 4.3.1). Integrated assessment is more than consistency between impact
studies, at whichever level of ambition. It also involves outreach to and inputs from
people affected by climate change. The role stakeholders can and need to play is dis-
cussed in Section 4.3.5. Figure 4.1 illustrates the various elements of and options for an
integrated assessment of the impacts of climate change.
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4.3.1 Preparatory stages

A number of preparatory steps need to be taken before the actual integrated study can
commence: define the study area, issues, and aims; establish the integration core team
and the integrators; and find out what has been done to date. The steps need not be
taken in this order. The best way perhapsis to iterate two or three times, letting the
literature review refine the issues and aims.

| Define study area, issues, and aims

| Establish integration core team, define “integrators” |

Is there sufficient knowledge about climate change impacts and adaptation?

yes? adapt existing analyses no? do sectoral impact analyses
to an integration framework in an integration framework
revisit existing studies | Consistency in scenarios, data etc. | use a common basis

use compatible GIS etc.

avoid overlaps, use outputs of

adjust and extend studies | Consistency between sectors, systems and regions one study as input to the other

build compatible models

Integratd impact analysis, from and sub-models

redo and novel studies soft-linking to integrated modelling

policy scenarios and

policy scenarios and Integrated impact assessment, > ]
communication strategies

communication strategies involving policy makers and stakeholders

Figure 4.1 A framework for integration.

4.3.1.1 Literature review

Integration exercises require information from the sectoral assessments, and are
intended to address the indirect implications of climate change. These data requirements
are best articulated early in the research design phase of the country study. Therefore, it
isimportant to find out what has been done so far in climate impact research in the
country. An integrated assessment would best try to build on the findings of earlier
impact research, and attempt to draw on the acquired expertise. If little impact research
has been conducted, it would be advisable to conduct sectoral studies, and place thesein
an integrative framework right from the start.
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4.3.1.2 Issue focus

In a climate impact assessment, the problems of interest are climate-sensitive aspects of
ecosystems, resource management, resource extraction operations, or infrastructure
maintenance. It is helpful to make the issues clear to the |A’ s participants, so that they
know what questions they are trying to address. One aim of an |A may be to ensure that
climate change is taken into consideration in areas in which policy is normally made or
has been made for some time without considering climate change as a factor. These
could include the implications of climate change for interjurisdictiona water
management; sustainability of lifestyles; sustainability of ecosystems; economic
development (primarily resource-based sectors such as energy, agriculture, forestry,
tourism, fisheries); land use allocation/zoning; and maintenance of transportation
facilities and networks. If specific regional or national targets are identified for the |A,
then it is better done as early as possible, so that more time is available to tailor the
study to thisaim. An 1A may aso more modestly aim at acquiring a coherent
understanding of the impact of climate change, including the interactions between the
various sectors and systems.

4.3.1.3 Study area

The choice of boundaries may depend on the choice of policy targets. For a country
study, the choice of boundary is aready defined (although, say, international com-
modity markets or internationally shared water resources may also be of interest).
Defining units within the country (e.g., grids, cells) is another matter, and there are
severa options. It isusualy easier to divide a country by administrative units or
collections of units because of availability of economic data (e.g., counties, states/
provinces, planning regions), and because decision making power is vested in such
units. There are a so advantages to selecting ecologica zones (e.g., forest, grassand,
coastal zone) or watersheds. The latter are particularly well suited as integrators of
various environmental and resource issues (e.g., navigation, water supply, hydroelectric
power production, freshwater habitat, tourism), and often include interjurisdictional
concerns which may be a source of conflict between neighbouring jurisdictions. It may
be more appropriate to select watersheds rather than administrative units if water
management is identified as a policy target for the IA. Of course, the roles of different
administrative units in the watershed should then be part of the study. The design of the
study would have to be adapted to these non-administrative boundaries (e.g., using data
for census divisions instead of states/provinces to construct an economic model).

4.3.1.4 Integration targets

Three levels of ambition are mentioned above: consistent scenarios and data bases,
consistent sectoral studies, and integration, including feedbacks. In addition, an 1A may
want to place the impacts of climate change in a broader context, for instance, by
involving the relevant stakeholdersin the analysis. Obvioudy, the goa determines the
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approach and the resources required for success, although available resources may
constrain both goal and approach.

It is advisable to work from the more modest goals to the more ambitious ones. First,
this allows for experience and capacity to be built up before addressing the more
difficult task of integrated assessment. Second, should things develop less well than
planned (e.g., available funds are less than anticipated, or difficulties arise in the
conduct of the andysis), at least some goals will have been achieved. However, when
starting modestly, the ambitious end-goal should always be borne in mind, so that
pragmatic choices in the short term do not preclude the achievement of larger, long-term
godls.

4.3.1.5 Integration core team

A project leader should be able to maintain a sufficiently long-term commitment to the
IA. The project leader will be able to manage better if he or she has experiencein
climate impacts or environmental impacts research, or is familiar with regiona issues
which may be sensitive to climate. Alternatively, ateam of leaders can be established.

Leadership isimportant, because co-ordination is needed between people who are not
used to working together, and do not necessarily want to work together. The integration
core team will need to do more than just keeping people together. Much common
groundwork is needed, with regard to data, scenarios, software, and so on.

4.3.1.6 Integrators

It is often useful to define one or more integrators. An integrator is a System or resource
that acts as an organising or binding principle in an integrated analysis. Good
integrators connect to a substantial number of other sectors and systems, and are of
prominent interest in their own right. Examples are the tourist sector on a tropical
idand, or ariver in awatershed. The tourist sector is often a major income earner, and
changesin sealevd, hurricane incidence or intensity, water resources, and local agri-
culture would each affect the profitability of the sector. A river connects natural and
managed ecosystems, industry, and households in their use of water and their use of the
river as a discharge channel of various substances. Theideais to establish a“family” of
integrators in which various approaches become research targets (Section 4.3.1.4) for
the sectord activities within the program. It should be possible, for example, to set up a
regiona or country study in which a cost-benefit model, settlement devel opment survey,
and land assessment framework are all used, since each addresses different questions
and can actually complement one another. Regional or national development plans can
also serve as integrators, since they are expressions of the various trade-offs made by
governments and other stakeholders, accounting for the domestic natural resource base
and external economic forces.
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An alternative type of integrator is a common unit of measuring impacts. Advantages of
common units are that impacts across sectors and systems can be aggregated, and
perhaps compared to other issues (e.g., air pollution, greenhouse gas mitigation). Dis-
advantages are that crucia information may get lost, and that sometimes crude and
debatable assumptions need to made to express impacts in the chosen unit. The most
usual metric for common units is money. Money is used to express trade-offs between
valuable goods and services that are traded on markets. There are techniques to esti-
mate the monetary values of goods that are not traded, or are implicitly traded. These
have been applied to climate change impacts (Pearce et ., 1996). Because of the great
uncertainties and many assumptions, the results of such exercises should be interpreted
with great care, particularly in economies which are not full commercialised.

4.3.2 Consistency in scenarios and data

It isimportant to try to establish coherence and consistency between sectoral impact
studies. Comparability of results will be greater if studies investigate the same scenarios
(for climate, population, economics, and so on) and use the same reference year, the
same units, and consistent data bases.

A st of climate and socio-economic scenarios should be identified as early as possible.
The climate scenarios can be derived from climate model simulations, analogues, or
hypothetical cases (see Chapter 3). The socio-economic scenarios should include
population growth, technological changes, and potential economic and political changes
that would be important to the region or country of interest over the time period of the
climate scenario (see Chapter 2). Scenario characteristics will be regiondly unique (due
to landscape, history, cultural factors, etc.), providing the context that enablesthe IA to
determine whether or not the impacts of climate change could be significant.

Scenario data are usually needed in a quantitative form, particularly if they are used as
inputs to models employed within sectoral and integration activities. In some study
components, scenario data will not be needed as direct input because the investigators
will beinterested in the estimated sectoral impact from a qualitative perspective (e.g.,
community responses, legal dimensions). Qualitative scenarios would a so suffice for
impact studies based on expert judgement.

Recall that consistent scenarios and data bases are the minimum requirements for inte-
gration. In most country studies, this type of coherence was part of the overall study
design. When starting a new study, it is readily enforced because this type of integration
also saves work.

4.3.3 Consistency between sectors, systems, and regions
Sectoral impact studies would be somewhat consistent if the same resource is not as-

sumed to be used by two sectors at the same time, and if climate-induced changesin one
sector are included in the study of another sector. For example, water consumed or land
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occupied by aforest cannot also be consumed or occupied by agriculture. Climate-
induced changes in vegetation upstream of ariver would affect run-off downstream.
Establishing such consistency requires that sector studies be conducted in a co-
ordinated fashion. It is may be possible that a quaitative, expert amendment to less
strictly co-ordinated results would suffice. It is advisable that this be accompanied by
in-depth discussions between the sectoral experts. The reasons are that all the subtleties
of the interactions between the sectors should be brought to the fore, and that mutual
understanding and appreciation need to be developed to make further steps a success.

Severe overlaps and incons stencies between sector studies need to be prevented. Stand-
alone sector studies would do too much or too little, or would deviate too much from
each other. Examples of overlaps are agricultural/ecologica and hydrologica models
both calculating run-off; models of managed and unmanaged ecosystems including the
same biomes (e.g., semi-managed forests, extensively grazed grassands); or studies
focusing on different aspects of the same thing (e.g., wildlife versus game for sport
hunting/tourism). Examples of possible inconsi stencies between sector studies are
variables incorrectly held constant (e.g., quality of irrigation water, health status of
labour force) and resources that are an inherent part of the sectors (other than mere
input or outputs, examples are, again, land and water but also prices). As stated,
overcoming such overlaps and inconsistencies requires co-ordination. The nature of
such co-ordination is that agricultura scientists and hydrologists do their analysis
together. Interdisciplinary co-operation implies that a mutual understanding is devel-
oped, including long discussions about semantics and paradigms. It aso implies that
adjustments, perhaps even concessions, need to be made. Therefore, integration requires
good leadership.

Integration also implies considerable learning about other disciplines and novel chal-
lenges for the own discipline. The latter arise from the fact that certain elements can no
longer be taken for granted, such as exogeneity of agricultural land use in water
management, or the seniority of agriculture’ swater rights. In practice, avoiding overlap
means that one sector needsto yield part of the analysis to another sector. In return,
boundary conditions on that part are delivered by the other sector. For instance, when
coupling an ecosystem model with a hydrological model, only one of the two can
calculate run-off. Preference should be given to the sector that best represents the
overlapping part. “Best” could be interpreted as in closest accordance with obser-
vations, the disciplinary state of the art, or the targets set for the IA. If, for instance,
thereis a strong interest in floods, and only one of the two models addresses floods,
then the choice should be for that model. If, on the other hand, the two aternative
models have similar output variables, but one has known deficiencies, then the choice
should be for the other model. Avoiding inconsistencies may also require that part of the
sectord anaysis be left to other disciplines, using other methods, models, or data.
Ensuring consistency may a so require that part of the origina analyses be extended to
include typicaly overlooked issues. Returning to the run-off example, a hydrological
model may well have a better representation of water flows, but an ecosystem model
may well have a better representation of water use by plants and how that reacts to
changing ambient concentrations of carbon dioxide. The extended hydrological model
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would then have the water supply and demand of a responsive ecosystem, in contrast to
the static representation in standard hydrological models.

4.3.4 Integrated impact assessment

The difference between integration of sectors and consistency between sectorsisthat, in
the former case, sectoral analyses are purportedly designed to feed into the integration,
rather than adjusted. The aim is to establish a consistent and comprehensive overview
of theimpact of climate change on a particular region (e.g., an idand, the coastal zone,
awatershed, or the whole country) or a particular system or sector (e.g., land use or
tourism), inclusive of the most important feedbacks between sectors. Thisis amgjor
exercise. It can fail if aclear need or afirm commitment islacking. It is best to start
with an analysis of the system. What are the components? What are the links? What are
the issues? With such ambitious goals, it is essential to have clearly and firmly
established a family of integrators. The purpose of integratorsis to provide structure to
the analysis. A clear structure is important because, to most of those involved,
integrated analysis is something new.

After the structure of the integrated analysis has been determined, a description is
needed of the components, of the interactions between the components, particularly the
inputs and outputs of each components, and of the type of analysis or modd that would
get one from the given inputs to the required outputs. Such analyses or models may be
available. If so